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SUMMARY This paper presents new results in the field of very low bitrate coding and compression using 3D information. Contrary to prior art in model-based coding where 3D models have to be known, the 3D models are automatically computed from the original video sequence. The camera parameters and the scene content are supposed unknown and the video sequence is processed on the fly. A stream of 3D models is then extracted and compressed, using adapted compression techniques. We finally show the results of the proposed compression scheme, and the efficiency of this approach.
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1. Introduction

Instead of representing video sequence as a set of pixels, like in classical video coding algorithms, 3D model based coding aims at representing the video sequence with one or several texturized 3D models and a set of camera/objects parameters. This topic has been addressed for many years, particularly in the field of visio-conference where a 3D model of the human face is used to represent the video sequence of the speaker [1]. In this paper, we address the problem of the representation of static scenes viewed by a monocular moving camera. Both scene and camera are supposed unknown, means that we do not make any assumptions on scene contents nor on the camera parameters (both intrinsic and extrinsic).

The 3D-based coding has several advantages compared to image based coding: first it allows very low bitrate coding since the only informations to transmit are the camera parameters (position, orientation, focal length etc.), the 3D model of the scene (if it is unknown on the decoder side) and corresponding texture image mapped on this 3D model. Moreover, with such a coding, we can benefit of 3D features such as viewpoint transformation, illumination change with respect to geometry or synthetic 3D-model coding. However many works [2] [3] are based on known 3D-models, and few results are available concerning 3D-model based video compression with unknown 3D-models. On the other hand, computer vision techniques, and particularly shape-from-motion techniques allow to extract 3D-models of a static scene viewed by a moving monocular camera [4] [5] [6]. However, the shape-from-motion process still is a difficult problem without simplifying assumption on the scene or the camera parameters. Another solution is to take into account a very large amount of data along the video sequence in order to recover the whole 3D structure of the scene [7] [8]. These last method usually assumes a specific camera motion, as an exploring motion, in order to solve ambiguities in both scene structure and camera motion.

In this paper, we present an automatic scheme for 3D-model based video compression of static scene viewed by a moving monocular camera. A typical case is an outside walk using a simple camcorder. Video coding framework brings some particular constraints: first we must consider that camera parameters (both extrinsic and intrinsic) and scene content are unknown. We further assume that the camera motion is not constrained to follow a specific path (like an exploring motion), however we assume that the camera motion is not degenerated (for example a pure rotation). We must also take into account that video coding requires an on-the-fly process: we must process only a small part of the video sequence, not waiting for all data to process the video sequence. We have chosen to base our process on the extraction of a stream of 3D models, instead of a unique 3D model which requires too much informations in the case of video coding.

In the following, we first briefly describe the extraction of the 3D models and then pay more attention on the compression stage. Results of compression performance on real video sequences are finally shown and discussed.

2. 3D models stream generation

We first present the structure of the representation: each 3D model is extracted and used for a small portion of the video sequence called GOP (Group Of Picture). The GOPs overlap themselves, that is the last image of a GOP is the same as the first image of the next one. We call these images Keyframes. The keyframes are automatically selected adaptively to the video contents, based on several criteria depending on motion, percentage of outgoing points in images and 3D reconstruction stability [9].
For each GOP, a 3D model is automatically extracted on the fly. The principle of extraction is based on shape-from-motion method: we use a dense mesh-based motion estimator using multi-grid and multi-resolution approaches [11].

The camera intrinsic parameters are estimated using a self-calibration algorithm or fixed to approximated values. Accurate intrinsic parameters are not required since we design our representation to be robust to inaccurate intrinsic parameters. The extrinsic parameters are computed using classical calibration methods and an adapted bundle adjustment method [9]. The dense motion field from the first to the last image of the GOP and camera parameters for these two images allow to reconstruct a dense depth map of the first image of the GOP. Figure 1 shows an example of depth map extracted from the Street video sequence (see results section).

![Fig. 1](image1.jpg)  
**Fig. 1** An example of a depth map (bottom) extract from the Street video sequence. The top figure is the corresponding image in the sequence.

A uniform triangular mesh is then applied on each first image of each GOPs which gives a 3D mesh and its associated texture image (the first image of the GOP). Camera extrinsic parameters are then retrieved for each image of the video sequence using a pose estimation algorithm. The original video sequence reconstruction is then realized by the projection of each 3D textured models. A 3D fading is also used to smoothly switch from one GOP to the next one [9]. One must notice that the decoding stage uses classical 3D projection algorithms and is then realized in real time.

### 3. Stream compression

Once the original video sequence has been encoded as a 3D model stream, we want to compress it. The compression of the different parts of the representation (3D model, texture images and camera parameters) use adapted compression techniques.

#### 3.1 Texture images

We use a structure similar to the MPEG format one for low bitrate (PP), that is: one Intra (I) image at the beginning of the video stream followed by Predicted (P) images. Intra images do not depend of other images, whereas Predicted images depend on the previously decoded image.

The first image of the sequence (Intra type) is compressed using a method similar to JPEG2000 standard [10], that is: a wavelet transformation, an adaptive quantification (using EBCOT) and an entropic coding.

![Fig. 2](image2.jpg)  
**Fig. 2** Principle of predictive coding method of the texture images.

#### 3.2 3D models

Each 3D model can be seen as a 3D model extruded from the uniformly meshed depth map. The 3D models stream, that is the decimated depth map, is also compressed using a wavelet transformation. However, we use an adapted quantification law: the depth (from the camera position to the 3D vertex of the 3D mesh) of each point of the 3D model is quantified using a normalized inverse law:

Equations of back-projection for a 3D point \( M = (x, y, z) \) are given by:

\[
\begin{align*}
\hat{m} & = K_t(I_3 | R_0 | z)_M \\
\hat{m}' & = K_t'(R(t)|z)_M \\
d(m) & = ||m - m'||
\end{align*}
\]

(1)

We assume that:
3.4 Representation properties

Figure 3 shows a typical result on the first 3D model extracted from a real video sequence (see figures 3 and 6). We plot 2D reprojection error of the 3D model, compared to the reprojection without compression, depending on the coding cost per mesh in bits. We see that the 3D model cost is between 2 and 3 bits per mesh for a reprojection error less than 0.5 pixel, which is very low compared to the texture cost. This is confirmed with figure 4: we can see that the texture image cost remains the major coding cost in the proposed representation.

One must notice that the proposed representation intrinsically allows 3D manipulations like stereo-visualization or scene manipulation [9].

4. Results

The compression scheme performance is first compared to state of the art low bit rate encoder (H26L) and we show new results in very low bit rate coding area.

On figure (8), we show a result with the Street video sequence²: format is CIF 4:2:0 at 25Hz, global motion is a translation along z-axis, neither camera parameters nor scene content are known. The internal

²http://thomsonmultimedia.com and FTIRD
camera parameters are fixed to typical values and focal length is fixed to an approximate value. The video sequence is compressed with H26L video encoder \(^{11}\) at 82kb/s which is the minimum bitrate with this coder. The sequence is also encoded with the proposed method denoted Rec3D with the same parameters. The figure (8) shows PSNR score along the sequence: Texture curve denotes the PSNR of the compressed texture images mapped on the successive 3D models. The Image curve denotes the PSNR of the reconstructed sequence with the Rec3D method and H26L with the H26L encoder. The curves show that PSNR score are similar for both methods, and better for Rec3D method when the 3D model is refresh (peak on the second curve). On figures (5-7), we compare visual quality of reconstructed video sequence: the images clearly show that Rec3D provides better visual quality. For such a bitrate, H26L method introduces classical block artifacts and texture degradation whereas Rec3D provides better texture images resulting in good visual quality of the reconstructed video sequence.

On figures (9-12), we show similar results on the Stairway video sequence. The format of this sequence is CIF 4:2:0 at 25Hz, global motion is a translation along x-axis, neither camera parameters nor scene content are known. The internal camera parameters are fixed to typical values and focal length is fixed to an approximate value. One must notice that this video sequence is very shaky. The video sequence is compressed with the H26L video encoder at 125kb/s which is the minimum bitrate with this coder, and the proposed coder. The figure (12) shows that the PSNR of H26L coder is better than the one of Rec3D coder. However, the PSNR of the texture images and figures (9-11) show that the visual quality of the reconstructed sequence still is better with the Rec3D coder.

Moreover, the proposed method allows very low bitrate coding (up to 16kb/s for CIF, 25Hz format) which are not reachable by classical image based coders. The figures (13-15) shows results on the Street video sequence for a target bitrate of 16kb/s. The figure (15) shows the PSNR score along the video sequence: Texture curve shows that PSNR score remains good for such a bitrate. The figures (13) and (14) show an image extracted from the reconstructed video sequence: we see that global visual quality is quite good, despite compression artifacts. One must notice that such a bitrate is considered as very low for CIF/25Hz format video sequence.

5. Conclusion

We show results on real video sequences and evaluate performance of vision computer based approach for video compression. The results clearly show that such an approach is very efficient for low bitrate coding and also show new results for very low bitrate coding. We show that the proposed scheme allows better performance than classical scheme like H26L for static scene video sequences. However, quality still is difficult to evaluate for such a coding approach: the method is intrinsically not based on a pixel coding approach, making classical quality measures (such as the PSNR score) unsuitable. Moreover, we plan to extend the proposed scheme to scene with moving objects, making the approach more general for video coding purpose.
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**Fig. 5** Street video sequence at 82kb/s: image 100 reconstructed by H26L coder.

**Fig. 6** Street video sequence at 82kb/s: image 100 reconstructed by Rec3D coder.

**Fig. 7** Street video sequence at 82kb/s: zoom on image 100 reconstructed by H26L (left) and Rec3D (right) coder.

**Fig. 8** PSNR of Street video sequence at 82kb/s: comparison between H26L and Rec3D method.

**Fig. 9** Stairway video sequence at 125kb/s: image 67 reconstructed by H26L coder.

**Fig. 10** Stairway video sequence at 125kb/s: image 67 reconstructed by Rec3D coder.

**Fig. 11** Stairway video sequence at 125kb/s: zoom on image 67 reconstructed by H26L (left) and Rec3D (right) coder.

**Fig. 12** PSNR of Stairway video sequence at 125kb/s: comparison between H26L and Rec3D method.
Fig. 13  Street video sequence at 16kb/s: image 100 reconstructed by Rec3D coder.

Fig. 14  Street video sequence at 16kb/s: zoom on image 100 reconstructed by Rec3D coder.

Fig. 15  PSNR of Street video sequence at 16kb/s compressed with Rec3D method,