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Abstract. Synchronous data-flow graphs (SDF) are widely used in the design of concurrent real-time digital signal processing applications on multiprocessor system-on-chip. The increasing complexity of these hardware platforms advocates the use of real-time operating systems and fixed-priority scheduling to manage applications and resources. This trend calls for new methods to synthesize and implement actors in SDF graphs as real-time tasks with computed scheduling parameters (periods, priorities, processor mapping, etc.). This article presents a framework supporting scheduling synthesis, scheduling simulation, and code generation of SDF graphs. The scheduling synthesis maps each actor to a periodic real-time task and computes the appropriate buffer sizes and scheduling parameters. The results are verified by a scheduling simulator and instantiated by a code generator targeting the RTEMS operating system. Experiments are conducted to evaluate the framework’s performance and scalability as well as the overhead induced by the code generator.

1 Introduction

Data-flow models of computation are commonly used in embedded system design to describe stream processing or control applications. Their simplicity allows the adaptation of automated code generation techniques to limit the problematic and error-prone task of programming real-time parallel applications. Among data-flow models, synchronous data-flow (SDF) \cite{1} is one of the most popular in the embedded community.

Multiprocessor system-on-chips, which are used to host real-time applications, are so complex that real-time operating systems (RTOSs) with fixed-priority preemptive scheduling are used to manage resources and host real-time tasks. The implementation of a data-flow application on an RTOS calls for methods to efficiently synthesize periodic real-time tasks from a data-flow model.
Problem statement: The work in [2] has established a strong theoretical background on scheduling synthesis of SDF graphs. The tool Affine Data-Flow Graph (ADFG) [2,3] was developed to support a large number of scheduling synthesis algorithms. From an input SDF graph, ADFG synthesizes a periodic task set preserving the consistency of the SDF graph with the objective of maximizing the throughput and minimizing the buffer size requirement. Nevertheless, some important elements are not covered in the scope of ADFG. First, scheduling in multiprocessor platforms can be highly impacted by extra parameters such as interference due to resource sharing (bus and memory) and preemption costs. To take these elements into account, a viable solution is to apply either dedicated feasibility tests or scheduling simulation to verify schedulability. Second, when the computed schedule is verified to be schedulable, one must take advantage of the SDF model to quickly and reliably generate the corresponding scheduler code. This requires us to have some knowledge of how actors are implemented and how to realize a specific scheduler by using the APIs provided by an RTOS.

Contribution: This article presents a framework to integrate the scheduling synthesized by ADFG into a scheduling simulator and a code generator targeting the RTEMS (Real-Time Executive for Multiprocessor Systems) [4] RTOS. Scheduling simulation is achieved by Cheddar [5], which is interoperable with ADFG. Automated scheduler code generation is achieved by exploiting the lightweight data-flow environment (LIDE) [6] to implement the core functionality of actors and then instantiate them as POSIX threads. Our framework provides novel capabilities for design space exploration and iterative tuning of real-time, SDF-based signal processing systems.

The rest of this article is organized as follows. Section 2 describes the background of our work. Section 3 provides a brief summary of scheduling synthesis and focuses on our approach to achieve scheduling simulation and code generation. Section 4 shows two experiments conducted to evaluate the performance of the framework. Finally, Section 5 presents related work and Section 6 concludes the article and discusses future work.

2 Background and Terminology

In this section, we present the SDF graph model, the periodic task model, and the notations used in the article. We briefly introduce our usage of scheduling simulation and code generation.

An SDF graph is a directed graph $G = (V, E)$ consisting of a finite set of actors $V = \{v_1, ..., v_N\}$ and a finite set of one-to-one channels $E$. A channel $e_{ab} = (v_a, v_b, p, q) \in E$ connects the producer $v_a$ to the consumer $v_b$ such that the production (resp., consumption) rate is given by an integer $p \in \mathbb{N}$ (resp., $q \in \mathbb{N}$). A channel $e_{ab}$ has a bounded buffer size $\delta_{ab}$ and can have a number of initial tokens. Every time an actor fires, it consumes $q$ tokens from an input channel and produces $p$ tokens to an output channel.

On the scheduling analysis front, we assume the classic periodic task model on a multiprocessor platform. A task $\tau_i$ is defined by a sextuple: $(C_i, T_i, D_i, \ldots)$.
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The parameter \( C_i \), called the capacity, denotes the WCET of task \( \tau_i \) when it executes non-preemptively. \( T_i \), called the period, denotes the fixed interval between two successive releases of \( \tau_i \). In this article, we assume that tasks have implicit deadlines (i.e., \( \forall i : D_i = T_i \)). A task is assigned a priority level \( \Pi_i \) and makes its initial request at time \( O_i \), called the offset. The last parameter \( P_i \), called the mapping, denotes the processing unit in which the task is assigned to.

Figure 1 shows a simple SDF graph consisting of three actors and two channels. The notation \( C_i \) below each actor represents its WCET. For a channel \( v_a \xrightarrow{p} v_b \), the production rate and consumption rate are provided. The channel sizes are not set here because these values depend on the computed schedule.

An iteration [1] of an SDF graph is a non-empty sequence of firings that returns the graph to its initial state. For the graph in Figure 1, firing actor \( v_1 \) 3 times, actor \( v_2 \) 2 times and actor \( v_3 \) 2 times forms an iteration.

Periodic real-time scheduling of an SDF graph requires the mapping of each actor to a periodic task. The tasks must allow a consistent schedule for one iteration of the graph. By definition, a schedule is consistent if it has bounded buffer sizes, and if there is no deadlock, overflow, nor underflow. For a given actor \( v_i \), we need to synthesize a periodic task \( \tau_i \) and its scheduling parameters. Amongst those presented parameters, only the capacity is available in the SDF model. Other scheduling parameters must be computed to guarantee the consistency. In the next section, we introduce our approach and elaborate on how the approach supports consistent, real-time scheduling of SDF graphs.

3 Approach

Our framework consists of three main steps illustrated in Figure 2. First, from an input SDF graph, ADFG computes the required buffer sizes and synthesizes periodic scheduling parameters. The objective is to guarantee the consistency of the SDF graph while maximizing the throughput and minimizing the buffer size requirement. Second, a scheduling simulation is run by the Cheddar scheduling analyzer [5] to verify the schedulability and to give a thorough analysis of the synthesized schedule. Finally, after the schedule is verified, ADFG generates a real-time implementation of the computed schedule. We assume that actors are implemented in the lightweight data-flow environment (LIDE) [6] and we target the RTEMS RTOS. In the generated code, the input SDF graph is instantiated as a graph of LIDE actors and channels. Scheduling parameters are taken into account by using the POSIX thread API.
3.1 Scheduling synthesis with ADFG

In this section, we present the ADFG tool and give a brief summary of the constraints and the objectives that we need to take into account in the scheduling synthesis step. ADFG \cite{2, 3} is a free real-time scheduling synthesis tool for data-flow graphs. Periodic scheduling synthesis in ADFG takes into account the following two constraints to guarantee SDF graph consistency.

Underflow constraint: we have an underflow when an actor attempts to read and there are not enough tokens on the channel. Thus, we need to compute the firing dependencies that guarantee no underflow. For a channel $v_a \xrightarrow{q} v_b$, the $n^{th}$ firing of $v_b$ is enabled if and only if the number of produced tokens is larger than $q \cdot n$. Hence, $v_b$ has to wait for the $l^{th}$ firing of $v_a$ such that:

$$l \cdot p - n \cdot q \geq 0.$$ 

Overflow constraint: we have an overflow when an actor attempts to write and there are not enough empty spaces on the channel. For a channel $v_a \xrightarrow{p} v_b$ of size $\delta_{ab}$, the $l^{th}$ firing of $v_a$ is enabled if and only if the number of produced tokens is smaller than or equal to the number of empty spaces. Hence, $v_a$ has to wait for the $n^{th}$ firing of $v_b$ such that:

$$l \cdot p - n \cdot q \leq \delta_{ab}.$$ 

In addition, ADFG accounts for two objectives in order to optimize the synthesized schedule. Scheduling requires computing the task periods and buffer sizes such that there is no buffer underflow or overflow, while maximizing the throughput and minimizing the total buffer size. Then the total buffer size and the throughput are the main metrics to compare different scheduling parameter valuations. In \cite{2}, Bouakaz proved that the maximum throughput problem can be translated to a maximum processor utilization one.

Considering the SDF graph in Figure 1, ADFG computes the smallest possible actor periods to ensure the consistency. For example, if the targeted system has 2 processing units, ADFG finds the periods $T_1 = 10$, $T_2 = 15$, $T_3 = 15$ and offsets $O_1 = 0$, $O_2 = 20$, $O_3 = 20$. Actor $v_1$ is mapped alone on the first core, for a total processor utilization factor of $U = 1.87$ for two cores. Part of the resulting schedule is depicted in Figure 1. Actors $v_2$ and $v_3$ are released at the same time but ADFG sets a higher priority to $v_2$, and thus $v_2$ is executed first.

3.2 Scheduling simulation with Cheddar

In our approach, scheduling simulation is used in order to provide a thorough analysis of the schedule synthesized by ADFG. It allows us to verify not only the correctness of the results but also obtain additional information including
the number of preemptions and the buffer utilization. The second advantage of scheduling simulation is that it allows a thorough analysis of interference due to shared resources such as caches and memory bus. While this data is not directly given by ADFG, we have the possibility of using an external static analysis tool to obtain a richer execution profile of an actor. In [7], a preliminary work has been implemented in ADFG to support time-triggered schedules with memory interference but not yet periodic schedules.

In the development of our proposed framework, we have extended ADFG with capabilities that enable interoperability with Cheddar [5]—an open-source real-time scheduling analyzer. Classical feasibility tests, scheduling algorithms and a simulator are implemented in Cheddar. System architectures are defined with the Cheddar Architecture Description Language (Cheddar-ADL). The periodic scheduling of periodic tasks with buffer communication is supported by the simulator and used to evaluate the results of ADFG in [3]. ADFG generates the scheduling synthesized to an XML file compliant to Cheddar-ADL.

If the schedule synthesized by ADFG is shown to be not schedulable with Cheddar due to interference, some adjustments must be made. For example, the cache related preemption delay [8], which is a well-studied source of interference in preemptive scheduling, can make a schedulable task set become unschedulable. A solution is to incorporate this delay in the WCET of actors and rerun the scheduling synthesis with ADFG. This is an example of the important kinds of design iteration that are facilitated by the proposed framework.

### 3.3 Code generation with LIDE

The final step is to generate the implementation of the graph with computed scheduling parameters. It consists of generating the graph implementation from a set of pre-implemented actors and instantiating them with scheduling parameters by using the APIs supported an RTOS.

ADFG supports automated code generation of the computed buffer sizes and scheduling parameters for data-flow applications that are implemented in the Lightweight Data-flow Environment (LIDE) [6]. LIDE is a flexible, lightweight design environment that allows designers to experiment with data-flow-based implementations directly. A data-flow graph consists of LIDE actors that can be initialized with parameters including channels and buffer sizes. The usage of LIDE allows a systematic way to instantiate data-flow graphs with the buffer size parameters computed by ADFG. In addition, it also allows us to separate concerns involving the implementation of actors and schedulers.

RTEMS [4] is an open-source real-time operating system that supports open standard application programming interfaces such as POSIX. We consider the usage of the RTEMS to generate the computed scheduling parameters. Actor invocations and fixed-priority periodic scheduling are achieved by the usage of the POSIX thread library.

The code generator’s inputs are the results computed by ADFG, including: buffer sizes, periods, offsets, priorities and mapping. The generated code is cross-compiled and tested by using the QEMU tool to emulate an ARM platform with
RTEMS. Next, we introduce LIDE and demonstrate our method of taking into account the computed results in the code generation process.

**Actors and channels** Graph elements in LIDE are designed and implemented as abstract data types (ADTs) that provide C based, object-oriented implementation of actors and channels [6]. Each actor has an associated context, which encapsulates pointers to the FIFO channels that are associated with the edges incident to the actor. Four interface functions, namely `new`, `enable`, `invoke` and `terminate`, are required to create an actor. Designers can develop their own actors by appropriately specializing the prototype function templates.

### LIDE Prototype 1: Actor and FIFO functions

1. `lide_c<actor name>_context_type *lide_c<actor name>_new(FIFO pointer list), (parameter list)`
2. `boolean lide_c<actor name>_enable(lide_c<actor name>_context_type *context)`
3. `void lide_c<actor name>_invoke(lide_c<actor name>_context_type *context)`
4. `void lide_c<actor name>_terminate(lide_c<actor name>_context_type *context)`
5. `lide_c fifo_pointer lide_c fifo_new(int capacity, int token size)`

To implement a data-flow application we need to instantiate predefined actors, allocating channels and connecting them together. A channel is instantiated with the function `lide_c fifo new` which takes two input parameters: capacity and token size. It allows us to apply buffer size results computed by ADFG in the code generation step.

- Capacity: the computed buffer size for a channel is given as an input parameter of the function `lide_c fifo new`. It is the number of tokens of which sizes are given as the second input parameter to the function.
- Token size: this information is given in the specification of the graph and passed directly to the code generator. In case of complex types, we assume that their specifications in C are also provided.

An actor is instantiated with the interface function `lide_c<actor name>_new`. The input parameters are FIFO channels that are connected to the actor. An example of the generated code is given in Figure 3. We generate a graph of two channels and three actors corresponding to the SDF graph in Figure 1.

```c
lide_c_fifo_pointer v2_in = lide_c_fifo_new(6, sizeof(int));
lide_c_fifo_pointer v2_out = lide_c_fifo_new(1, sizeof(int));
lide_c_actor_context_type* actors[ACTOR_COUNT]; /* LIDE-C Actors */
actors[0] = (lide_c_actor_context_type*) (lide_c_v1_new(v2_in));
actors[1] = (lide_c_actor_context_type*) (lide_c_v2_new(v2_in, v2_in));
actors[2] = (lide_c_actor_context_type*) (lide_c_v3_new(v2_out));
```

Fig. 3: Actors and channels declaration with LIDE
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```c
rtems_actors[0].context = actors[0];
rtems_actors[0].name = "v1"
rtems_actors[0].priority = 1;
rtems_actors[0].period.tv_nsec = 10;
rtems_actors[0].processor = 1;
param.sched_priority = rtems_actors[0].priority;
pthread_attr_setschedparam(&attr,&param);
pthread_create(&id,&attr,lide_c_actor_start_routine,&rtems_actors[0]);
CPU_ZERO(&cpuset);
CPU_SET(processors[0], &cpuset);
pthread_setaffinity_np(id, sizeof(cpu_set_t), &cpuset);
```

Fig. 4: Generated code configuring the scheduling parameters in RTEMS

**Scheduling parameters** Actor firings are managed by a scheduler with scheduling parameters computed by ADFG. Four scheduling parameters are computed, namely: priority, mapping, period and offset. Code generation for these parameters is done by exploiting the POSIX thread API supported by RTEMS. The priority and mapping parameters are natively supported. The period and offset are taken into account by implementing a periodic scheduler.

- Priority: POSIX set_affinity function is used to set thread priorities.
- Mapping: POSIX provides the cpu_set property that allows us to choose the set of cores that a thread can execute on.
- Period: is implemented by exploiting the nanosleep function. The sleep duration is equal to the period minus the execution time of a thread.
- Offset: is generated by adding an idle period to the first execution of a thread.

An example of the generated code is given in Figure 4. We create a data structure named rtems_actor that encapsulates a lide_c_actor_context and its scheduling parameters. Then, these parameters are passed to the attributes of a pthread accordingly. This example and its code can be duplicated systematically for all the actors in the graph and their corresponding threads in order to apply scheduling parameters computed by ADFG.

4 Evaluation

Experiments are conducted to evaluate our framework by three criteria. First, we show the time taken by each analysis step with SDF graphs of varied sizes. Second, we present the overhead induced by the code generator in terms of lines of code (LoC) added to a data-flow application. Finally, we discuss the run-time overhead introduced by the usage of our framework.

4.1 Framework performance and scalability

We evaluate the framework with synthetic SDF graphs generated by the SDF3 tool [9]. The number of actors varies from 10 to 100 in steps of 10. SDF3 takes many parameters besides number of actors; however, their values are chosen arbitrarily as they do not have a significant impact on the performance of our
The number of processing units is fixed at 4. This experiment is conducted on a PC with an Intel Core i7-8650U (1.90GHz × 8) processor, having 16 GBs of memory, and running Ubuntu 18.04.4.

Figure 5a shows the average computation time of each analysis step. It takes from 1.85s to 7.01s to synthesize, simulate, and generate periodic scheduling for the tested SDF graphs. We observe that the computation time grows linearly with the number of actors so the framework has an acceptable scalability. If we analyse each analysis step, scheduling synthesis and code generation have a better scalability than scheduling simulation. The differences between the max and min computation time of each step are 1.4s, 3.54s, and 0.22s. Scheduling simulation is also the analysis step taking the most time with up to 60% of the total computation time.

### 4.2 Code generation overhead

The code generator is evaluated by comparing the number of lines of code (LoC) added to a data-flow application. As our targets of hardware platforms are embedded systems, code size is an important metric to evaluate.

For a given application, we count the LoCs of its core functionality. Then we count the LoCs added in order to implement each actor with LIDE interface functions. Next, we count the LoCs generated for the parameters computed by ADFG. We have selected a subset of applications in the STR2RTS benchmark [10], which is a refactored version of the StreamIT benchmark.

The LoCs added to support LIDE interface functions are 30 LoCs per unique actor. In an SDF graph, we often observe that some actors are duplicated to exploit the parallelism. In other words, they are copies of an actor and they have identical functionalities. As a result, they only need to be implemented once. The LoCs added to support the POSIX thread API are 14 LoCs per actor and 3 LoCs per buffer. On the contrary to the first category, we always need to generate the code for an actor, even if it is a duplication of another actor.

The result of the evaluation is given in Figure 5b. On average, the LoCs generated are about 60% of the complete application. As actors in the benchmark have simple functionality and do not support the implementation of multi-threaded
Table 1: WCET analysis of LIDE functions

<table>
<thead>
<tr>
<th>LIDE C functions</th>
<th>WCET analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>lide_c_&lt;actor name&gt;_enable</td>
<td>165 cycles</td>
</tr>
<tr>
<td>lide_c_fifo_write</td>
<td>825 cycles (token size=8)</td>
</tr>
<tr>
<td>lide_c_fifo_read</td>
<td>815 cycles (token size=8)</td>
</tr>
<tr>
<td>lide_c_&lt;actor name&gt;_invoke</td>
<td>1640 cycles (token size=8)</td>
</tr>
<tr>
<td>lide_c_&lt;actor name&gt;_terminate</td>
<td>System call: free()</td>
</tr>
<tr>
<td>lide_c_&lt;actor name&gt;_new</td>
<td>System call: malloc()</td>
</tr>
<tr>
<td>lide_c_fifo_new</td>
<td>System call: malloc()</td>
</tr>
</tbody>
</table>

execution, this proportion is expected. This number is lower for SDF graphs with a high number of actors but a low number of unique ones such as DES_16round.

4.3 Run-time overhead

In this section, we discuss and evaluate the run-time overhead introduced by the usage of our framework. This overhead can be categorized in three sources: (1) RTOS overhead, (2) Periodic scheduling overhead, and (3) LIDE overhead.

RTOS overhead is due to the usage of an operating system such as RTEMS and its services instead of a bare-metal implementation. In [11], the authors provided an evaluation of RTEMS core characteristics. RTOS overhead depends on the choice of system designers and the evaluations of different embedded RTOS is not in the scope of our work. Periodic scheduling overhead is due to the usage of a periodic scheduler instead of a rate optimal one. A comparison between the rate optimal schedule and the periodic schedule computed by ADFG has been presented in [2].

LIDE overhead is due to the code added when refactoring SDF actors and the usage of LIDE functions to read/write data in the channels. We present in Table 1 the WCET of the added functions. WCET analysis is done by the tool OTAWA [12] and the compiler used is arm-linux-gnueabi-gcc version 9.3.0. The token size, which is used to determine the loop bound when using the memcpy function to read/write data in the channels, is set to 8 bytes (integer token).

WCET analysis cannot be done for the functions 5, 6, 7 in Table 1 because the usage of the system calls free and malloc, which cannot be analyzed by the WCET analyzer. These functions are only called once at the initialisation/termination step and are not used when the system enters the steady-state.

We compare the obtained results with the average WCETs of actors found in the StreamIT [13] benchmark to have a quantitative evaluation. As presented in [10], the average WCETs of actors in the benchmark is varied between 273 - 2.94x10^5 cycles. Comparing to this result, the overhead of LIDE functions varies between 12.6 - 0.01 times the actor's WCET. This high variance exists because in the benchmark, there are both fine-grained actors with only few lines of code and coarse-grained ones. Coarse-grained SDF applications are the main targets of our framework as we consider the usage of RTOS and periodic scheduling.
5 Related Work

In this section, we position our contribution by providing discussions on SDF graph analysis tools. Many tools are able to analyze SDF graphs, to derive a few properties (e.g. mapping and buffer size), and finally to generate the glue code of the schedule automatically: DIF-GPU [14], PREESM [15], MAPS [16], Diplomat [17], Gaspard [18], PeaCE [19], and Ptolemy [20]. But these tools either do not consider real-time executions, periodic scheduling, or do not perform all syntheses automatically.

Another line of work is to build a complete data-flow compilation toolchain. In [13] and [21], the authors both introduce their own programming languages, namely, StreamIT and $\Sigma$. Many analysis steps are applied to compute a static time-triggered schedule and generate an executable. Our approach differs from the two in terms of the choice of programming language and scheduling strategy. First, we refactor programs written in the C programming language to facilitate the generation of scheduling parameters. Second, we aim to generate a periodic scheduler instead of static time-triggered ones as described in [22–24].

The most related work to ADFG is the DARTS tool [25]. It allows to compute the strictly periodic scheduling parameters achieving the best throughput under earliest deadline first or rate monotonic scheduling policies. The main difference is that DARTS considers a non-constrained number of available processors on the target system and requires a constraint on the maximum total buffer size.

Compared to prior work on data-flow analysis tools, such as those summarized above, and to prior work on tools for real-time embedded systems (e.g., [26], [27], and [28]), our proposed framework provides a novel integration of real-time execution, periodic scheduling, resource-constrained mapping, and capabilities for iterative tuning and optimization of scheduling parameters.

6 Conclusions

In this article, we present a framework for periodic scheduling synthesis of SDF graphs. The framework is built from three open-source tools: ADFG [3], Cheddar [5], and LIDE [6]. Starting from an SDF graph, we synthesize its periodic schedule with ADFG and then verify the result with Cheddar. We assume that actors are implemented in LIDE and generate the implementation of the graph and the computed schedule by targeting the RTEMS RTOS. Our experiments have shown that the proposed framework has an acceptable performance, thus it can be used in the early stage of system design when changes occur quite frequently. For future works, we want to extend the scheduling synthesis in ADFG to take into account interference in order to provide more precise results. In addition, we aim to extend the framework with the integration of static resource analysis tools to directly obtain the timing and memory footprint of actors instead of relying on external sources of information.

Engineering effort has been put in this framework to assure that tools interoperability are achieved by data file export/import and a set of scripts. Nevertheless, the process of installing and configuring all the tools presented can be
complex and time-consuming. We are investigating options to make a ready-to-use setup of the framework such as a pre-configured virtual machine.
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