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Abstract

Videoconferencing systems may use differents dig-
ital video and audio formats due to variable environ-
ment constraints. So translation processes are nec-
essary. We introduce a distributed architecture us-
ing specific translation agents : the disadvantages to
translate in each user workstation and, the flexibility
and optimization produced by the use of translation
gateway are exhibited. But introduciion of the trans-
lation gateways can disrupt the streams or isolate
some participants. In thes paper, the translation gate-
way for two different formats in one videoconferenc-
ing system 1is discussed. The mechanism of the gate-
way 1s first discribed. The gateway forwards RTCP
packets between the separate RTP sessions, and for-
wards/translates the speaker’s audio/video packets.
The gateway also adjusts its video throughput accord-
ing to the feedback information. Finally, the gateway
TVS'-SERV for the videoconferencing systems using
H261 or JPEG video formats is presented.

1 Introduction

Recent years have been seeing rapid development
of videoconferencing technology. Videoconferencing
systems acquire, transport and present real time
video and audio data between networked computers.
They enable with today workstations and data net-
works to organize a videoconference (e.g. IVS [1, 2],
CU-SeeMe, NV and VIC [6], etc).

Videoconferencing systems concerns two principal
aspects: video and audio data compression, and real
time data transport.

Video data can only be transported after being
compressed due to the huge data rate (Uncompressed
video data rate in CIF format is 36.25 Mbit/s). There
are numerous video compression technics. Amongst
them we can find intraframe compression methods
used by compression standards such as JPEG [§],

1IVS : INRIA Videoconferencing System.

or interframe compression methods used by compres-
sion standards such as H261 [9] and MPEG [10]. In-
terframe compression achieves greater compress ra-
tio than intraframe compression because interframe
compression takes advantage of similarity of consecu-
tive frames while intraframe compression only treats
individual frames. But obviously, interframe com-
pression technics need much more processing power
than intraframe compression technics. Trade-off be-
tween video quality, data rate, delay and processing
power is the main goal of our work in this paper.

For audio, there are also several compression en-
coding technics: sample based encoding and frame
based encoding (PCM, ADPCM, GSM, LPC). Typ-
ical coding rates are: PCM - 64kbit/s, ADPCM -
32kbit/s, GSM — 13kbit/s, LPC — 4.8kbit/s. Albeit
video and audio compression processeses have similar
behaviors, their specific constraints lead to different
architecture optimisations. We will exhibit these dif-
ferences in the following sections.

Videoconference systems usually use only one
compression format. But using different formats dur-
ing one videoconference session is also possible and
sometimes required. Each format has their own char-
acteristics. Some formats can achieved low video
throughput due to efficient encoding and compres-
sion technics. Some station architectures or network
infrastructures can process or transmit high frame
rate. Some formats can tolerate higher frame loss
than other. For example, our teleconference applica-
tion lvs proposes two video formats. Ivs-JPEG can
achieve high video frame rate (20-30 frame/s) because
it is supported by XVideo Parallax hardware card,
but Ivs-H261 can sustain comparatively low video
throughput (3-10 frame/s) due to its software im-
plementation on usual workstations. However at the
same video frame rate Ivs-JPEG generates greater
video throughput (1000-1500 kbit/s) than Ivs-H261
(30 kbit/s).

IVS-JPEG and IVS-H261 are suitable to different
environments. The first implementation can be used
on well equiped workstations connected to high speed



links which enable high frame rate and high quality
video to be obtained. While the latter can be used
on simple workstations with low speed links ensuring
low throughput. To ensure a total interconnection
of all reachable workstations, videoconference appli-
cations have to deal at the same time with network
links with different speeds, with stations with vari-
able architectures, and with video formats with dif-
ferent characteristics. Different video formats can be
used at the same time in one videoconference session
providing that translation can be achieved. In the
following sections we will propose architectures wich
optimize this required transiation process.

Three solutions come in mind, to deal with the
multi format problem. The first obvious solution is to
impose only one (video and audio) format. This solu-
tion has the following drawbacks : the first drawback
has already been introduced, generally a format is a
tradeoff so it is not optimized for all environnements.
The second drawback is, as technics evolve best for-
mats can be found in the future, but mono format
solution will not allow new formats to be used by an
already developped application. So a distributed ap-
plication which tolerates, at raisonnable cost, some
adaptivity towards the environnements and the fu-
ture and potential evolution will be a must.

The second solution can be already found in sev-
eral videoconferencing applications in their audio
process. These applications enable one from several
possible audio formats to be user selected and en-
coded. Then the chosen selected format is transmit
and automaticaly decoded at each receiver. This so-
lution does not correspond to what our application
needs. Because, when one videoconference session
runs, only one format is active. These sort of appli-
cations are multiformat applications but monoformat
session applications. Furthermore these sort of ap-
plications have the following drawbacks. First, their
code can become too large due to the numerous for-
mats they have to encode and decode to assure total
interoperability. Second if a new format appears the
application has to be upgrated. To upgrate numer-
ous copies of an application used on many stations
distributed over a large network is not easy, can take
a long time, and can stop the teleconference service
for a while. Third, all the participants to one telecon-
ference session have to agree with the chosen format.
Fourth, as told previously, some stations have not
the processing power, or the specific video or video
card, or the high speed or high quality connection to
the network, required by the format chosen for the
current session of the application.

In this paper we describe a third solution, which
has not the previous drawbacks. This solution pro-
poses multiformat session application and uses trans-

lation servers.

Subsequently without lost of generality, we sup-
pose that the teleconference system only deals with
two differents video formats. In the same way, we
make the assumption that only one speaker is active
at any time. We wil reconsider these assumptions in
the conclusion.

In next section, we will present brievly the Internet
protocols. Then Section 3 we discuss the translation
gateway architecture. In Section 4, we present our
specific gateway for the Ivs application between H261
and JPEG formats. Section 5 concludes the paper.

2 Internet protocols

Real time data transport is the basic requirement
of the videoconferencing system. On Internet, to im-
plement real time data transport, the Internet Audio-
Video Transport Working Group has proposed the
Real-Time Transport Protocol (RTP) [3]. RTP con-
sists of two sub-protocols : RTP Data Transfer Pro-
tocol and RTP Control Protocol. The former pro-
vides data delivery service including data type identi-
fication, data packets sequence numbering, and data
samples timestamping. The latter transports peri-
odically information about the participants within
a RTP session and monitors the quality of service
(QoS).

For application to multi-participant videoconfer-
ence, RTP is based on UPD that supports IP mul-
ticast. So an RTP session S (i.e. a videoconference
session) can be defined by an IP group address @m
plus a set of three UDP ports (p?, p?, p©) as following;:

S A{@m, (p”, p, p°)}.

The IP group adress identify the set of user work-
stations which participe to the videoconference ses-
sion. The three different ports enable the video data
stream, the audio data stream and RTCP stream to
be multiplexed (and demultiplexed). Each stream is
uniquely identified by the IP station address of its
sender, the IP group address of the videoconference
session and the port number associated to the data
type of the stream.

In an RTP session created by a typical video-
conferencing system, each participant has his own
unique synchronization source (SSRC) identifier, and
all his packets carry this SSRC identifier. During
the session, each participant sends periodically RTCP
Source Description (SDES) packets to declare his join
in the videoconference. The SDES packets contain
information about the participant including his user
name, host name, e-mail address and the like. All
the other participants receive the SDES packets, and



keep track of his presence by use of a participant ta-
ble. When a participant is going to leave the video-
conference, he sends an RTCP BYE packet. All the
other participants will remove his entry in their par-
ticipant tables. In the same way, if a participant
doesn’t receive periodically the SDES packet of an-
other participant the entry of the latter in the par-
ticipant table of the first is removed.

Amongst the participants to a teleconference ses-
sion, some of them sends video or audio data packets
: we call them speakers. Speakers send RTCP Sender
Report (SR) packets to issue their video packet trans-
mission statistics to the others participants. All par-
ticipants send RTCP Receiver Report (RR) packets
to the speakers to issue their reception statistics.
Report packets contain many statistic information
fields. Amongst them the packet lost rate is used
to enable speakers (using specific mechanism [19]) to
adjust their video throughput. In the last section,
we will describe how our proposition influences the
adaptative control mechanisms.

3 Translation gateway

In the first section, we have introduce the trans-
lation requirements to achieve the interoperability of
open multimedia and distributed applications. We
propose to put the translation process in specific
stations called translation gateways. The transla-
tion process can take advantage, first of the process-
ing power of the servers without overloading of the
user workstations, second of specific equipements at-
tached to the servers but too rare or costly to be
present in each user workstations. Third if new for-
mat is developped then the application code of the
user workstations may remain unchanged, but only
some developpements are required to upgrade the
code of the translation servers. Fourth if the underly-
ing network enables broadcasting {which is probable
because many local networks propose this function,
and the considered applications required multicast-
ing) the server can take advantage of it to optimize
the translation process. Actually the presence of the
server and the broadcast networking function enable
the translated data to be broadcast to all stations on
the server domain. So only one translation process
and only one translated data stream are required to
feed several destination workstations with a different
data format.

Within a multiformat videoconference session, two
given different systems A and B may use either the
same [P group address but different UDP port set
or different IP group address. Since A and B are
definitly run in separate hosts, to use the same IP
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Figure 1: (a) RTCP packet streams in Sy; (b) Data
packet streams in S4

group address will reduce the bandwidth efficiency
and increase the overhead of IP layer. So the latter
is optimal. We denote the two separate sessions 54,
Sp created respectively by A, B as

Sa: {@my, (p%, P4, P}

SB : {@mB: (p%a paB1 pcB)} )
my ?5 mp .

Without loss of generality, we always assume that the
speaker is in S4. Any participant sends RTCP pack-
ets including SDES and SR or RR packets. There will
be a bidirectional stream of RTCP packets between
every two participants in each session. The speaker
sends video and audio data packets. Therefore in Sy,
there is a one-directional stream of RTP data pack-
ets from the speaker to every other participant. Fig.1
shows the packet streams in the session S4. Within
the other session Sp, we can only find RTCP packet
streams. No one sends data packets there.

Within each session, the participants know each
other through transmission of SDES packets. And
within S4, the participants can see and hear the
speaker. But the participants in S4 don’t know those
in Sp, vice versa, and the participants in S are not
able to see and hear the speaker.



We setup a mapping in Sg for each participant in
S 4 including the speaker. Similarly, we setup a map-
ping in Su for each participant in Sp. We state that
the information about a participant and that about
his mapping are the same, and that the speaker’s
mapping has the same original video and audio data
as the speaker’s. Thus, the participants in Sg can
know those in S4, and see and hear the speaker; the
participants in S4 can also know those in Sg.

The gateway is to establish the mappings for all
the participants. It will be in both S4 and Sg. For
any given participant p in Sy, the gateway forwards
his SDES packets from his corresponding session Sy
to the other Sp. Then it seems to the participants
in Sp that there appears a new participant in their
session. This “new participant” is actually the par-
ticipant’s mapping. Since the gateway forwards his
SDES packets without changing them, these packets
will carry the original information to the participants
in Sp. Then the participants there know p by his
mapping. If p is the speaker, the gateway will also
forward his audio packets to the session Sp with-
out changing, and translate video packets from the
video scheme V4 (corresponding to the system A) to
the scheme Vp (corresponding to the system B) then
sends to the session Sg. Thus the speaker’s mapping
is formed in Sp. It sends data packets as a speaker
whose original audio and video data are the same as
the real speaker’s. The participants in Sp see and
hear the speaker by his mapping. For each partici-
pant in Sg, the gateway will establish his mapping in
Sa by forwarding his SDES packets from Sg to Sj4.
Now, all the participants in both sessions know each
other, and see and hear the speaker.

Within the session S4, the speaker sends SR pack-
ets, and all the other participants send RR packets.
As a receiver in Sy, the gateway must send RTCP
RR packets in S4 to report its reception statistics.
Within the session Sp, the gateway is a sender, so
it should send SR packets. The other participants in
Sg send RR packets, and the gateway will adjust its
video throughput according to the reception ststis-
tics received. The SR packets and RR packets reflect
the internal transmission and reception states in a
session. It is not required to forward them from one
session to the other.

If a participant want to leave the videoconference,
he will send a BYE packet. The gateway must for-
ward this BYE packet in order that all the parfici-
pants in the other session would know his leave and
remove his entry from the participant table.

We show in Fig.2 the packet streams in a video-
conference. Besides the packet streams within each
session, there is a bidirectional RTCP packet stream
between the gateway and each participant, and there

are a one-directional data packet stream from the
speaker to the gateway and a one-directional data
packet stream from the gateway to each participant
in Sg.

Translation of video packets from the scheme V4
to Vg can be implemented in two ways. One way is
to transform directly video data from V4 to Vp. The
other way is first decoding video data to get original
data then encoding in V. The first way cannot al-
ways be implemented for certain schemes. But the
second way can always be implemented. In next sec-
tion we will discuss the second way in detail. The
first way is beyond the scope of this paper.

For the gateway, being transparent at RTP layer is
an important requirement. (Since RTP is integrated
into the application, RTP layer is in effect the ap-
plication layer.) The packets forwarded by the gate-
way will carry the IP source address of the gateway.
However, the packets are intact at RTP layer, and
the video packets translated and retranmitted by the
gateway will carry the speaker’s SSRC identifier, no
participant in any session will find the existence of
the gateway. Therefore the gateway is transparent at
RTP layer.

4 Gateway for IVS-H261 and IVS-
JPEG

IVS-H261 and IVS-JPEG are two videoconferenc-
ing systems developed by INRIA in France. The two
systems use RTP to transport video and audio data,
and RTP is integrated into the systems. Both IVS-
H261 and IVS-JPEG are based on UDP. Compared
with the typical RTP session (See Section 2), IVS-
H261 and IVS-JPEG use 4 UDP ports for video pack-
ets, audio packets, SDES/BYE packets and quality
of service {QoS)} packets. QoS packets are actually
reception report (RR) packets, but they are sent in
unicast from the participants to the speaker. Send-
ing QoS packets in unicast saves the bandwidth, how-
ever except for the speaker, no other participant can
receive QoS packets. The speaker sends no sender
report (SR) packet. So in the session created by ei-
ther IVS-H261 or IVS-JPEG, each participant sends
periodically SDES packets, and sends BYE packet
when he leaves the videoconference. The speaker
sends video and audio packets. All the other partici-
pants send periodically QoS packets in unicast to the
speaker, and the speaker adjust his video throughput
according to the feedback information carried in QoS
packets. Such an RTP session can be considered to
be a simplification of the typical RTP session.

The difference between IVS-H261 and IVS-JPEG
is that TVS-H261 uses the video compression scheme
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Figure 2: (a) RTCP packet streams in a videoconference; (b) Data packet streams in a videoconference

H261 to compress video data, while IVS-JPEG uses
JPEG to do so. Therefore these two sytems haven’t
video interoperativity. In IVS-H261, the video codec
is software codec; and in IVS-JPEG, the video codec
is hardware codec in XVideo Parallax card. Since
H261 is an interframe compression scheme, it gains
a great compression ratio. The video throughput of
IVS-H261 is about 30kbit/s (in CIF). But the video
frame rate is relatively low (5 frame/s) because the
video cedec is implemented in software. JPEG is
an intraframe video compression scheme. Its com-
pression ratio is not so high as that of H261. When
IVS-JPEG operates at the same video frame rate as
IVS-H261, its video throughput is about 200kbit/s.
However the codec in IVS-JPEG is implemented in
hardware, it can arrive at 30 frame/s, and meanwhile
the video throughput is 1500kbit/s.

Both TVS-H261 and IVS-JPEG operate in three
audio encoding schemes: Pulse Code Modulation
(PCM), Adaptative PCM (ADPCM) and variable
rate ADPCM. They can have audio interoperativity
by using the same audio scheme.

5 Conclusion

We have discussed the gateway for two different
videoconferencing systems on the Internet. The gate-
way makes all the participants using different audio
and video formats be able to communicate, and see
and hear the speakers. It also implements the adap-
tive adjustment of its video throughput. The gateway
is robust to the cases of different speakers at different
times and multi-speaker at a time since the gateway
is informed of the speaker through the user interface.
In the case of multi-speaker at a time, we will run
the gateway at different hosts to work for the speak-
ers one by one. This may generate unacceptable re-
source requirements if the number of the speakers is
great. Fortunately, there is only one speaker in non-
interactive videoconferences such as lectures, and at
most two or three speakers at a time in interactive
videoconferences. So in practice, the number of the
speakers 1s always small.

Translation of video data in the gateway may
require certain time, while retransmission of audio
packets requires little time. The latency of video
packets may increase much more than that of audio
packets. This might influence the timing relation of
video and audio stream across the gateway. So at the
receivers, synchronization between video and audio



steams becomes very important. Moreover, compara-
tive great latency of data transmission may make the
participants feel uncomfortable in interactive video-
conferences. Therefore, it is necessary to minimize
the latency of video packets across the gateway. To
reduce the latency through more effective algorithms
for video translation is our further work.
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