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Abstract

V'ideoconferencing system delivers real time
multimedia data through data network. Among data traffic
of videoconferencing, 7 video stream has comparatively
high data rate, sometimes much higher than all other traffic
streams, so in videoconferencing, the issue of video transport
Video streams generated in
videoconferencing will be multicast%:multicast tree.
A source usually gemerates a single stream.
Multicasting a single data stream in a heterogencous
network such as the Internet where the links have different
bandwidths may cause some links to be overloaded and some
links to be under-loaded. Layered coding is a solution to this
problem. In this paper, we propose another solution:
delivering two type data streams in two different schemes
which have different bandwidth requirements to adapt to
refer to

is peculiarly important. '
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heterogeneous network environments. We
videoconferencing delivering two type video streams of
different schemes as dual-video-scheme videoconferencing,
The two sub-trees over which the two type streams are sent
and two approaches of video translation between two video
schemes are first described. Then the architecture for dual-
video-scheme videoconferencing is discussed. A dual-video-
scheme system can be formed by two mono-video-scheme
sub-systems operating in two different video schemes with a
gateway. This allows us to use existing systems to implement
dual-video-scheme videoconferencing. The dual-video-
scheme system IVS-H261/JPEG is implemented in this way.
IVS-H261/JPEG consists of twe mono-video-scheme
videoconferencing system IVS-H261 and IVS-JPEG
operating in interframe coding scheme H261 and intraframe
coding scheme JPEG, respectively, with a gateway IVS-
SERYV. This paper finally presents the architecture of IVS-

H261/JPEG and its typical application,

1 Introduction
The past years have been seeing rapid development of
videoconferencing technology. The videoconferencing
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system delivers real time multimedia data such as video
and audio data through a data network. It allows people
at different locations to attend a videoconference. This
will bring great facility to us in modern society.

Among data traffic of videoconferencing, the video
stream has comparatively high data rate, sometimes
much higher than all other traffic streams, so in
videoconferencing, the issue of video transport is
peculiarly important. The video streams generated by
participants of the videoconference will be sent in
multicast mode to a multicast tree where all the
participants spread. A source usually generates a single
video stream. Sending a single data stream in multicast is
suitable for the homogeneous network where the
bandwidth is identical everywhere. However for
heterogeneous networks such as the Internet where the
links may possess different bandwidths, multicasting a
single data stream to a multicast tree may cause some
links to be overloaded and some links to be under-loaded.
A solution to this problem is limiting the data rate of the
stream to the minimun bandwidth of the network. But
this solution is not fair because those who are not at the
narrow-band links are forced to lose some video quality
that they are able to obtain. Another solution is
delivering multiple data streams which have different
bandwidth requirements to adapt to different network
bandwidths.

Two layered coding[15] is such an idea. The sender
encodes video data in two layers: the basic layer and the
enhanced layer. The basic layer ensures basic video
quality, while the basic layer ?S%ie enhanced layer gives
a better quality.m data stream of the basic layer is
delivered over all the multicast tree, and that of the



enhanced layered is delivered over a sub-tree of the
multicast tree. This sub-tree has enough bandwidth to
accommodate those two streams. Clearly layered coding
streams can achieve better utilization of the bandwidth
resources of the heterogeneous network than a single
data stream.

In this paper, we propose another approach to produce
and deliver multiple video streams in videoconferencing.

Because of the diversity of video coding techniques,
we can find a lot of video coding schemes, and some of
them have become international standards such as
JPEG, MPEG, and H261[5]. A video source, using
different coding schemes, may generate video streams of
different data rates and have different bandwidth
requirements. For example, intraframe coding scheme
generally produces video streams of high data rate, and
in contrast, interframe coding scheme produces video
streams of low data rate because it takes advantage of
correlation of consecutive frames. Data streams in
intraframe coding need much greater bandwidth than
those in interframe coding. But intraframe coding is
superior to interframe coding in capacity of tolerating
data loss. Data loss may happen in the network at any
time for various reasons. That will impose grave
influence upon interframe coding, but don't impose much
influence upon intraframe coding[5]. Hence intraframe
coding can ensure better video quality in the presence of
data loss. When a source sends video data to a multicast
tree in a heterogeneous network, we construct two sub-
trees: one consists of broadband links and the other is the
rest of the multicast tree, and install a video gateway at
the common node of the two sub-tree. Then the source
sends a data stream in intraframe coding to the former,
and send another data stream in interframe coding to the
latter (In fact, one of the video streams is generated and
sent by the gateway,)
In this way, we can also achieve better utilization of the
bandwidth resource as layered coding. We refer to two
different video coding schemes as dual-video-scheme.
Further analysis and comparison of dual-video-scheme
among the video coding schemes is interesting, but this is

beyond the scope of this paper. Our focus will
concentrate on transport of dual-video-scheme data
streams.

Videoconferencing falls into two categories:

interactive  videoconferencing and  non-interactive
videoconferencing. Interactive videoconferencing allows
every participant to send video (and audio data), while
non-interactive videoconferencing only allows one
participant to do so. That is, in the interactive case, there
are multiple video sources, while in the non-interactive
case, there is only one single. If we use dual-video-
scheme in interactive videoconferencing, the overhead of
sub-tree construction and video gateways may be too
large to be accepted, so dual-video-scheme is onlv suited -
for non-interactive videoconferencing . Hence in the
following, we will only investigate the case of non-
interactive videoconferencing.

In the following section, we will address the issues
related to the video gateway. Section 3 will discuss
architectural
videoconferencing. In Section 4, we present a dual-

considerations for dual-video-scheme
video-scheme  videoconferencing  system  IVS-
H261/JPEG. Section 5 concludes the paper.

2 Video gateway
In dual-video-scheme videoconferencing, two video
data streams which carry the same video information are
multicasted on two sub-trees of the multicast tree,
respectively. In order to save bandwidth resources, the
two sub-trees of the multicast tree are supposed to have
no common link (but they have a common node). This is

different from layered coding. In the case of layered

coding, data streams are multicasted to overlapped sub-
trees (the data stream of the enhanced layer is sent to a
sub-tree of the tree where the data stream of the basic
layer is sent).

The construction of the two sub-trees depends on
bandwidth characteristics of network links. Suppose in a
multicast tree 7 illustrated in Fig.1, the bandwidth of
each link directly attached to the source is 10Mbps, and
the others links have bandwidths of 64Kbps, 1.5Mbps or



10Mbps. The links directly attached to the source can
form a broadband sub-tree 7, and the others form
another sub-tree 7. 7, has enough bandwidth to
accommodate a video stream in some intraframe coding
scheme, while 72 can only accommodate a video stream
in an interframe coding scheme such as H261. Therefore
we can multicast a video stream in intraframe coding on
T, and another video stream in interframe coding on 7.

Fig.1 Multicast tree T for a videoconference

In fact, the multicast tree 7 has been divided into two
multicast trees 7; and 7>. We need to give each of 7, and
T; a host group address that will be different from the
group address of 7. Logically, 7, 7, and 7, can be
considered to be three parallel multicast trees. As we see
later, according to the architecture proposed in this paper,
a dual-video-scheme  videoconferencing system will no
longer multicast data on 7'

Clearly, at the common node of 7, and 7, a video
gateway is required to receive data from 7, and translate
to another data stream then multicast to 7.

Translation from a video scheme S, to another one S,
can be achieved through direct conversion. Direct
conversion is an effective approach to translate video
data. However in practice, conversion method is too hard
to be found out for some schemes (or does not exist at
all).

Another approach to translate video data is first
decoding then encoding, that is, first decoding video data
in §, to get original data, then encoding in Sz.ﬁ Conversion
may not be realized for some schemei; But this way can

e

always be realized. Such translating processes can be
described as a directional pair:
P(5,->8)): <8, decoding, S, ehcoding>.

Of course P(S,->S;) could also be considered to be of a
type of special conversion. P(S,->S,) may need certain
time overhead, but its influence on non-interactive
videoconference can be ignored. In our implementation
of dual-video-scheme videoconferencing prototype IVS-
H261/JPEG, we adopted the approach first decoding
then encoding.

3 Architectural considerations

A dual-video-scheme videoconferencing system will
operate in two different video schemes. It can be
implemented as one single system with two video codecs,
or two subsystems, each of which contains one video
codec. We can find that the latter gives an open system
structure for dual-video-scheme videoconferencing. It
allows us to adopt some existing systems to implement a
dual-video-scheme videoconferencing system. This is
just the approach to implement our dual-video-scheme
videoconferencing system IVS-H261/JPEG. Therefore in
the following, we will consider that the dual-video-
scheme videoconferencing system consists of two
mono-video-scheme videoconferencing systems
operating in different video schemes with a gateway.

The two subsystems in a dual-video-scheme system
are expected to have the same architecture. Otherwise
the system complexity increases unnecessarily, and it
may be difficult for the subsystems to implement
communications. The gateway should also have the same
architecture as the subsystems. Thus both the subsystems
are similar except for their different video codecs. This
implies the optimized way to implement the two
subsystems is first developing an one-video-scheme
videoconferencing system or selecting an existing
videoconferencing system then substituting the video
codec in it by another one to obtain the other system. We
will discuss further the architecture for dual-video-
scheme videoconferencing systems in a particular

example in the following section.



4 Dual-video-scheme system IVS-

H261/JPEG
IVS-H261/JPEG is a

videoconferencing system on the Internet. It consists of
two videoconferencing systems IVS-H261 [18] and
IVS-JPEG [19] with a gateway IVS-SERV [1]. IVS-
H261 and IVS-JPEG had been developed successively,
then we have developed IVS-SERV which allows them
to become a dual-video-scheme videoconferencing

dual-video-scheme

system.

IVS-H261 and IVS-JPEG adopt the video scheme
H261 and JPEG, respectively. IVS4261 is also known as
IVS on the Internet. We refer to it as IVS-H261 in this
paper to explicitly point out the video scheme used. The
data rate of video codec in IVS-JPEG can reach about
1.5Mbps, while that in IVS-H261 is relatively low,
about 30Kbps. The difference is great. This is because,
first, H261 is an interframe coding scheme, and JPEG is
an intraframe coding scheme; second, the video codec in
IVS-H261 is implemented in software while that in IVS-
JPEG is hardware codec in XVideo Parallax card, and
the speed difference of hardware codec and software
codec makes the difference of those two data rates even
greater. Clearly, IVS-H261 is suitable to narrow-band
links of the Internet. And IVS-JPEG is suitable to
broadband links of the Internet (We assume the hosts
involved are equipped with Parallex card). Although
IVS-JPEG requires a comparatively high bandwidth, it
can tolerate data loss happening in the network.

Both IVS-H261 and IVS-JPEG have the same
architecture, illustrated in Fig.2. They are based on the
User Datagram Protocol (UDP). Compared with another
protocol TCP on top of IP, although UDP doesn't ensure
reliable data transport, it generates small transport delay
that is essential for real time network applications such

as videoconferencing.

VS
(RTP)
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Fig. 2 Architecture of IVS-H261 and IVS-JPEG

IVS-H261 and IVS-JPEG use the Real-Time
Transport Protocol (RTP) [20] to deliver video and audio
data. RTP is proposed by the Internet Audio-Video
Transport Working Group to implement real time video
and audio data transport in packet-switched networks
such as the Internet. RTP is comprised of two sub-
protocols: RTP Data Transfer Protocol and RTP Control
Protocol. The former provides data delivery service
including data type identification, data packets sequence
numbering, and data samples timestamping. The latter
monitors the quality of service (QoS). In either IVS-
H261 or IVS-JPEG, RTP doesn't emerge as a separate
layer. It is integrated into the two systems, as illustrated
in Fig.2.

Video transport and audio transport multiplex the
same multicast tree. That is, they multiplex the same IP
host group address. The two types of data streams are
demultiplexed through different UDP ports.

IVS-H261 and IVS-JPEG are incorporated into the
dual-video-scheme videoconferencing system IVS-
H261/JPEG. The typical application case of IVS-
H261/JPEG is where some participants are in the same
local area network (LAN) as the conference speaker, and
the others are in other LANs connected with that LAN
through backbone links. The first set of participants can
take advantage of the broadband links of the LAN. They
use IVS-JPEG. The bandwidths of backbone links on the
Internet are not too great (1.5Mbps, 384Kbps, or even
64Kbps). In addition, there are various traffic flows on
backbone links. The bandwidth available will only



accommodate IVS-H261 traffic. The two sets of
participants form two host groups, and each group is
given a unique IP group address. The two multicast trees
corresponding  to the two host groups are, in turn,
created. In fact, these two trees are two sub-trees of the
original multicast tree which contains all participants. At
the common node of the two tree, the video gateway
IVS-SERV will translate video data from JPEG to
H261.

The gateway IVS-SERYV is supposed to have the same
architecture as IVS-H261 and IVS-JPEG. It is based on
UDP and uses RTP to implement real time transport.
Since the gateway is the common node of the two sub-
trees, it needs to join the two host groups corresponding
to the two sub-trees. The gateway receives video data in
the host group which the speaker is in, translates and
sends to the other host group. The method of video
translation is first decoding then encoding, that is,
through the directional pair

<JPEG decoding, H261 encoding>.
The JPEG codec and H261 codec in IVS-SERV are
hardware codec and software codec, respectively, as in
IVS-JPEG and IVS-H261.

The speaker also sends audio data. Since audio
transport multiplexes the same multicast tree with video
transport in IVS-JPEG, those who are in the host group
using IVS-H261 are not able to receive audio data sent
by the speaker. In order to enable all participants to hear
the speaker, the gateway needs to forward the audio data,
from the host group using IVS-JPEG to the other. IVS-
JPEG and IVS-H261 can operate in the same audio
scheme, say PCM or ADPCM, to have audio
interoperability. Therefore audio translation is not
required.

Videoconferencing should perform QoS control. The
gateway IVS-SERV can be considered as a destination
in one host group and the source in the other, so we can
consider that dual-video-scheme videoconferencing
creates two separate videoconferencing sessions, and
QoS control will be performed within each session
separately. In the IVS-JPEG session, as a destination,

the gateway sends QoS monitoring data to the source,
while as the source in the IVS-H261 session, the
gateway receives QoS data from the participants and
control its data rate through the same QoS control
mechanism as in both TVS-H261 and IVS-JPEG[21].

5 Conclusion

We have investigated the use of dual video schemes in
videoconferencing. Dual-video-scheme
videoconferencing can produce two type video streams to
adapt to heterogeneous network environments. The
architecture for dual-video-scheme videoconferencing
is proposed. A dual-video-scheme videoconferencing
system consists of mono-video-scheme subsystems with
a gateway. The gateway translates video data between
the two subsystems. Translation for different video
schemes can be achieved in two ways. One is direct
conversion; the other is first decoding then encoding.
Direct conversion is more effective but cannot always be
achieved. The translation in the way first decdding
then encoding is implemented in IVS-SERYV, the gateway
for IVS-H261 and IVS-JPEG. IVS-SERV allows two
existing videoconferencing systems to become a dual-
video-scheme  videoconferencing  system  IVS-
H261/JPEG. IVS-H261/JPEG can well adapt to
heterogeneous network environments of the Internet.
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