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#### Abstract

In this paper, we address the computational aspects of uniformly accurate numerical methods for solving highly-oscillatory evolution equations. In particular, we introduce an approximation strategy that allows for the construction of arbitrary high-order methods using solely the right-hand side of the differential equation. No derivative of the vector field is required, while uniform accuracy is retained. The strategy is then applied to two different formulations of the problem, namely the two-scale and the micro-macro formulations. Numerical experiments on the Hénon-Heiles system, as well as on the KleinGordon equation and a Vlasov type problem all confirm the validity of the new strategy.
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## 1. Introduction

This paper is concerned with the numerical solution of oscillatory problems where possibly different time scales are present. More precisely, the class of systems considered here is of the form

$$
\begin{equation*}
\dot{u}(t)=f_{t / \varepsilon}(u(t)), \quad u(0)=u_{0} \in X, \quad t \in[0,1], \tag{1.1}
\end{equation*}
$$

where $X$ is a Banach space for the norm $\|\cdot\|, f_{\theta}$ a function $2 \pi$-periodic in $\theta$ and $\left.\left.\varepsilon \in\right] 0,1\right]$. In order to analyze numerical methods for (1.1), we will assume throughout the paper, that there exist an open set $\mathcal{K} \subset X$ with bounded closure and an open set $\mathcal{U}^{0} \subset \mathcal{K}$, such that for all initial condition $u_{0}$ in $\mathcal{U}^{0}$ and all $\left.\left.\varepsilon \in\right] 0,1\right]$, the solution $u(t)$ of (1.1) exists and remains in $\mathcal{K}$ for all times $t \in[0,1]$.

Many realistic physical phenomena are indeed modeled by a system of the form (1.1), where $\varepsilon$ denotes a dimensionless parameter whose physical interpretation depends on the specific context. Examples of such problems originate, e.g., from molecular dynamics [21, $22]$ or from charged-particle dynamics under a strong magnetic field [13, 27, 19, 20]. When $f_{\theta}$ contains a pseudo-differential operator, then (1.1) is to be understood as an abstract model of a partial differential equation for which $u(t)$ evolves in a functional space. For instance, the nonlinear Klein-Gordon equation in the nonrelativistic limit regime [1, 2] and the oscillatory nonlinear Schrödinger equation [5] fall into that category.

When $\varepsilon$ is small, the solution $u(t)$ of (1.1) oscillates (very) rapidly in time. As a consequence, solving (1.1) with the help of a standard numerical methods requires tiny steps and becomes computationally costly. In order to circumvent this difficulty, ad-hoc methods have been introduced which perform vastly better then standard ones for small $\varepsilon$-values. For instance, some of the authors of this article have introduced several schemes [7, 8], inspired by the theory of averaging. At the other end of the spectrum, when $\varepsilon$ is of the order of 1 , problem (1.1) ceases to be stiff and a classical integrator gives accurate result in a reasonable time. The true difficulty emerges for intermediate values of $\varepsilon$, for which, due to truncation errors, averaging techniques are too crude and, due to computational
cost, standard methods are inefficient. This has motivated the introduction of a new paradigm, the so-called uniform accuracy: uniformly accurate (UA) methods are indeed able to solve (1.1) with a precision and a computational cost that are independent of the value of $0<\varepsilon \leq 1$. So far in the literature, UA methods have been constructed by different techniques by several authors $[1,3,4,6,9,10,11,12,13,15,16,18]$. It is out of the scope of this paper to describe all of them and for an extensive comparison, we refer the interested reader to [25]. However, all these methods have in common that they necessitate not only an analytic expression of $f_{\theta}$ in (1.1), but also higher-order derivatives $\partial_{u}^{p} f_{\theta}$ in explicit form: instead of solving directly (1.1) the system is first transformed into a nonstiff one which is more amenable to numerical integration. The derivation of this new system is usually lengthy and tedious for non-trivial functions, and it has to be carried out for each occurrence of $f_{\theta}$. In practice, this prevents UA schemes to be used by a broader group.

The purpose of this work is to show that it is actually possible to reformulate (1.1) as a non-stiff system through a derivative-free formula. This formula allows to construct a change of unknowns, introduced in [10], that lies at the core of the reformulation of the system. In its original version, this iteration suffers from the aforementioned drawback, i.e. it involves derivatives of $f_{\theta}$. The idea is thus to replace these derivatives by forward finite differences with appropriate increments. Owing to this technique, we are able to construct UA methods of arbitrary orders without any pre-computed formulas. The derivation is accomplished in a completely systematic way.

We shall envisage two different core UA-methods from the literature: on the one hand, the two-scale formulation (TSF) method from [6], and on the other hand, the micro-macro decomposition approach [10]. Note that constructing high-order UA schemes in the twoscale formulation was regarded as a challenge in [10] as both the preparation of the initial datum and the design of an integrator are not straightforward. As already implied, the two techniques rely on the very same change of variables, either to prepare the initial datum in the TSF or to write the micro-macro decomposition. Altogether, our results pave the way for a toolbox of UA methods for solving (1.1) by only providing $f_{\theta}$ and $u_{0}$.

The rest of the paper is organized as follows. In Section 2, we present our derivative-free iteration. In Section 3, we present the high order UA schemes under two-scale formulation by the help of derivative-free averaging and the application to micro-macro decomposition framework in presented in Section 4. Numerical results are reported and conclusions are drawn in Section 5.

## 2. Derivative-free averaging

It was noticed by the authors of this paper, that a single mathematical object, namely the change of variables $(\theta, u) \mapsto \Phi_{\theta}(u)$ introduced in [24] (see also [5] where the same notations are adopted), is the key ingredient of micro-macro and pullback methods [10], as well as, as we shall see in Section 3, of two-scale methods [6]. This change of variables allows to write formally the solution of (1.1) in the following form

$$
u(t)=\Phi_{t / \varepsilon} \circ \Psi_{t} \circ \Phi_{0}^{-1}\left(u_{0}\right)
$$

where $(t, u) \mapsto \Psi_{t}(u)$ is a smooth with respect to $\varepsilon$ (see [5, 10] for further details). In a first step, we thus present how this change of variables can be approximated iteratively. In a second step, we discuss the main modification we introduce in this work to avoid the computation of derivatives.
2.1. Computing the change of variables required in averaging. The change of variables $(\theta, u) \mapsto \Phi_{\theta}^{[n]}(u)$ is by definition $2 \pi$-periodic with respect to $\theta$ and can be computed
by the following iteration ${ }^{1}$ for $k=0, \ldots, n-1$ with $n \in \mathbb{N}$

$$
\begin{align*}
& \Phi_{\theta}^{[0]}=\mathrm{id}, \quad \Phi_{\theta}^{[k+1]}=\mathrm{id}+\varepsilon \int_{0}^{\theta}\left(f_{\tau} \circ \Phi_{\tau}^{[k]}-\partial_{u} \Phi_{\tau}^{[k]} F^{[k]}\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau} \circ \Phi_{\tau}^{[k]}-\partial_{u} \Phi_{\tau}^{[k]} F^{[k]}\right) d \tau\right\rangle \\
& F^{[0]}=\langle f\rangle, \quad F^{[k+1]}=\left\langle f \circ \Phi^{[k+1]}\right\rangle \tag{2.1}
\end{align*}
$$

where $F^{[n]}$ referred to as the averaged vector-field. For instance, the first three iterates of (2.1) read

$$
\begin{aligned}
& \Phi_{\theta}^{[0]}=\mathrm{id}, \quad \Phi_{\theta}^{[1]}=\mathrm{id}+\varepsilon \int_{0}^{\theta}\left(f_{\tau}-\langle f\rangle\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau}-\langle f\rangle\right) d \tau\right\rangle \\
& \Phi_{\theta}^{[2]}=\mathrm{id}+\varepsilon \int_{0}^{\tau}\left(f_{\tau} \circ \Phi_{\tau}^{[1]}-\partial_{u} \Phi_{\tau}^{[1]}\left\langle f \circ \Phi^{[1]}\right\rangle\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau} \circ \Phi_{\tau}^{[1]}-\partial_{u} \Phi_{\tau}^{[1]}\left\langle f \circ \Phi^{[1]}\right\rangle\right) d \tau\right\rangle
\end{aligned}
$$

and accordingly

$$
F^{[0]}=\langle f\rangle, \quad F^{[1]}=\left\langle f \circ \Phi^{[1]}\right\rangle, \quad F^{[2]}=\left\langle f \circ \Phi^{[2]}\right\rangle
$$

Now, one of the main contributions of [10] is the following result (see Theorem 3.3 in [10] for a detailed version).

Theorem 2.1. Suppose that the function $(\theta, u) \mapsto f_{\theta}(u)$ is p-times ( $p \geq 1$ ) continuously differentiable w.r.t. $\theta$ and that for all $\theta \in \mathbb{T}$, it and all its derivatives can be analytically extended to a complex strip (in a complex neighbourhood of $\mathcal{K}$ ) on which they are uniformly bounded. Then, there exist two positive constants $\varepsilon_{0}$ and $\mathcal{Q}_{p}$ such that for $n \in \mathbb{N}^{*}$ and all $0<(n+1) \varepsilon \leq \varepsilon_{0}$, the defect

$$
\begin{equation*}
\delta_{\theta}^{[n]}=\frac{1}{\varepsilon} \partial_{\theta} \Phi_{\theta}^{[n]}+\partial_{u} \Phi_{\theta}^{[n]} F^{[n]}-f_{\theta} \circ \Phi_{\theta}^{[n]} \tag{2.2}
\end{equation*}
$$

where $\Phi^{[n]}$ and $F^{[n]}$ are defined by iteration (2.1), is p-times differentiable and satisfies

$$
\begin{equation*}
\forall \nu \in\{0, \ldots, p\}, \forall \theta \in \mathbb{T}, \forall u \in \mathcal{K}, \quad\left\|\partial_{\theta}^{\nu} \delta^{[n]}(u)\right\| \leq\left(\mathcal{Q}_{p}(n+1) \frac{\varepsilon}{\varepsilon_{0}}\right)^{n} \tag{2.3}
\end{equation*}
$$

2.2. A derivative-free iteration. Note that from the computational point of view, all operations in (2.1) involving $\theta$ can be performed by Fast Fourier Transforms (FFTs). In contrast, computing the explicit form of $\partial_{u} \Phi_{\theta}^{[k]}$ becomes very complicated for large $k$ as it involves high-order derivatives of $f_{\theta}(u)$. For instance, the derivative of $\Phi_{\theta}^{[1]}$ requires $\partial_{u} f_{\theta}$, the derivative of $\Phi_{\theta}^{[2]}$ involves $\partial_{u}^{2} f_{\theta}$, and so on and so forth. Despite the fact that exact formulas have been previously derived in the literature $[10,12,14,15,16,18]$, either by tedious calculations or by using computer algebra systems, their intricacy as well as the necessity to have at our disposal the derivatives of $f_{\theta}$ are a serious burden. This is the reason why we replace (2.1) by the following iteration ${ }^{2}$ for $k=0, \ldots, n-1$

$$
\begin{align*}
& \tilde{\Phi}_{\theta}^{[0]}=\mathrm{id}, \quad \tilde{\Phi}_{\theta}^{[k+1]}=\mathrm{id}+\varepsilon \int_{0}^{\theta}\left(f_{\tau} \circ \tilde{\Phi}_{\tau}^{[k]}-D_{\varepsilon^{k}} \tilde{\Phi}_{\tau}^{[k]} \tilde{F}^{[k]}\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau} \circ \tilde{\Phi}_{\tau}^{[k]}-D_{\varepsilon^{k}} \tilde{\Phi}_{\tau}^{[k]} \tilde{F}^{[k]}\right) d \tau\right\rangle \\
& \tilde{F}^{[0]}=\langle f\rangle, \quad \tilde{F}^{[k+1]}=\left\langle f \circ \tilde{\Phi}^{[k+1]}\right\rangle \tag{2.4}
\end{align*}
$$

where, for all smooth function $g$ on $\mathcal{K}$ and all $(u, v) \in \mathcal{K}^{2}$,

$$
D_{\eta} g(u) v=\frac{1}{\eta}(g(u+\eta v)-g(u))
$$

[^0]stands for an approximation of $\partial_{u} g(u) v$. For instance, the first three iterates of (2.4) read
\[

$$
\begin{aligned}
& \tilde{\Phi}_{\theta}^{[0]}=\operatorname{id}, \quad \tilde{\Phi}_{\theta}^{[1]}=\operatorname{id}+\varepsilon \int_{0}^{\theta}\left(f_{\tau}-\langle f\rangle\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau}-\langle f\rangle\right) d \tau\right\rangle \\
& \left.\left.\tilde{\Phi}_{\theta}^{[2]}=\operatorname{id}+\varepsilon \int_{0}^{\theta}\left(f_{\tau} \circ \tilde{\Phi}_{\tau}^{[1]}-D_{\varepsilon^{k}} \tilde{\Phi}_{\tau}^{[1]}\right\rangle\right) d \tau-\varepsilon\left\langle\int_{0}^{\theta}\left(f_{\tau} \circ \tilde{\Phi}_{\tau}^{[1]}-D_{\varepsilon^{k}} \tilde{\Phi}_{\tau}^{[1]}\right\rangle\right) d \tau\right\rangle .
\end{aligned}
$$
\]

Theorem 2.2. Under the assumptions of Theorem 2.1, for any $n \in \mathbb{N}^{*}$ there exist two positive constants $\tilde{\varepsilon}_{0}$ and $\widetilde{\mathcal{Q}}_{p, n}$ such that the defect

$$
\begin{equation*}
\widetilde{\delta}_{\theta}^{[n]}=\frac{1}{\varepsilon} \partial_{\theta} \widetilde{\Phi}_{\theta}^{[n]}+\partial_{u} \widetilde{\Phi}_{\theta}^{[n]} \widetilde{F}^{[n]}-f_{\theta} \circ \widetilde{\Phi}_{\theta}^{[n]}, \tag{2.5}
\end{equation*}
$$

where $\widetilde{\Phi}^{[n]}$ and $\widetilde{F}^{[n]}$ are defined by iteration (2.4), is p-times differentiable and satisfies

$$
\begin{equation*}
\forall \nu \in\{0, \ldots, p\}, \forall \theta \in \mathbb{T}, \forall u \in \mathcal{K}, \quad\left\|\partial_{\theta}^{\nu} \widetilde{\delta}^{[n]}(u)\right\| \leq \widetilde{\mathcal{Q}}_{n, p} \varepsilon^{n} \tag{2.6}
\end{equation*}
$$

Sketch of proof. In order to avoid repeating the technicalities of the original proof of Theorem 2.1, we shall content ourselves here with the main arguments. We first notice that iterations (2.4) are well-defined for $\varepsilon>0$ and are such that $\widetilde{\Phi}_{\theta}^{[k]}$ is $2 \pi$-periodic and $p$-times continuously differentiable w.r.t. $\theta$. Moreover, it and all its derivatives up to order $p$ are analytic w.r.t. $u$ on the same (complex) domain as $\Phi_{\theta}^{[k]}$. The following estimate

$$
\begin{equation*}
\max _{0 \leq \nu \leq p} \sup _{\theta \in \mathbb{T}}\left\|\partial_{\theta}^{\nu} \Phi_{\theta}^{[k]}-\partial_{\theta}^{\nu} \widetilde{\Phi}_{\theta}^{[k]}\right\| \leq C_{k, p} \varepsilon^{k+1} \tag{2.7}
\end{equation*}
$$

can then be proved (for some constant $C_{k, p}>0$ depending only on bounds of $\partial_{\theta}^{\nu} \Phi_{\theta}^{[k-1]}$ and $\partial_{\theta}^{\nu} f_{\theta}$ for $\nu \leq p$ ) by induction from formulas obtained in the proof of Proposition 2. of [10] and similar ones for the $\widetilde{\Phi}_{\theta}^{[k]}$. Just note that this is obvious for the first two iterates. Estimate (2.6) then follows from relations (2.7) and (2.2).

We conclude this section with an algorithm for computing $\widetilde{\Phi}_{\theta}^{[n]}$ numerically. To this aim, we write

$$
\begin{equation*}
\widetilde{\Phi}_{\theta}^{[k]}=\operatorname{id}+\varepsilon \widetilde{B}_{\theta}^{[k]}, \quad k \geq 0, \tag{2.8}
\end{equation*}
$$

with $\widetilde{B}_{\theta}^{[0]}=0, \widetilde{f}_{\theta}^{[0]}=f_{\theta}, \widetilde{F}^{[0]}=\langle f\rangle$ and for $k \geq 0$

$$
\begin{align*}
& \widetilde{B}_{\theta}^{[k+1]}=\int_{0}^{\theta}\left(\widetilde{f}_{\tau}^{[k]}-\widetilde{F}^{[k]}-\varepsilon D_{\varepsilon^{k}} \widetilde{B}_{\tau}^{[k]} \widetilde{F}^{[k]}\right) d \tau-\left\langle\int_{0}^{\theta}\left(\widetilde{f}_{\tau}^{k]}-\widetilde{F}^{[k]}-\varepsilon D_{\varepsilon^{k}} \widetilde{B}_{\tau}^{[k]} \widetilde{F}^{[k]}\right) d \tau\right\rangle \\
& \widetilde{f}_{\theta}^{[k+1]}=f_{\theta} \circ\left(\mathrm{id}+\varepsilon \widetilde{B}_{\theta}^{[k+1]}\right), \quad \widetilde{F}^{[k+1]}=\left\langle\widetilde{f}^{[k+1]}\right\rangle \tag{2.9}
\end{align*}
$$

## 3. Two-Scale formulation method

In this section, we consider the two-scale framework and present how the derivative-free change of variables $\widetilde{\Phi}_{\theta}^{[n]}$ of Section 2 can be used to construct arbitrary high order uniformly accurate schemes. Prior to that, we state Theorem 3.1, which establishes a connection between the so-called preparation procedure of the two-scale formulation and the map $\Phi_{\theta}^{[n]}$. Let us emphasize that this link had not been previously made formally, which motivates the proof given in Appendix. We then construct UA schemes for solving (1.1) of arbitrary orders.

```
Pseudo-code for computing the \(n\)-th order iteration (2.9)
Function: \(\widetilde{B}_{\theta}^{[k]}(u)\)
    If \(k=0\), then
            \(\diamond\) Returns 0
    Else
            \(\diamond k=k-1\)
            \(\diamond\) Computes \(\widetilde{f}_{\theta}^{[k]}(u)=f_{\theta}\left(u+\varepsilon \widetilde{B}_{\theta}^{[k]}(u)\right)\)
            \(\diamond\) Computes \(\widetilde{F}^{[k]}(u)=\left\langle\widetilde{f}^{[k]}(u)\right\rangle\)
            \(\diamond\) Computes \(\widetilde{I}_{\theta}^{[k+1]}(u)=\int_{0}^{\theta}\left(\widetilde{f}_{\tau}^{[k]}(u)-\widetilde{F}^{[k]}(u)-\varepsilon D_{\varepsilon^{k}} \widetilde{B}_{\tau}^{[k]}(u) \widetilde{F}^{[k]}(u)\right) d \tau\)
            \(\diamond\) Returns \(\widetilde{I}_{\theta}^{[k+1]}(u)-\left\langle\widetilde{I}^{[k+1]}(u)\right\rangle\)
    Endif
```

Table 1
3.1. The choice of the initial condition. The two-scale formulation of (1.1) is obtained by separating the slow and fast variables, respectively $t$ and $\theta=t / \varepsilon$ explicitly, in a new unknown $U(t, \theta)$, and imposing the diagonal condition $U(t, t / \varepsilon)=u(t)$. In doing so, we obtain the following partial differential equation for $U$

$$
\left\{\begin{array}{l}
\partial_{t} U(t, \theta)+\frac{1}{\varepsilon} \partial_{\theta} U(t, \theta)=f_{\theta}(U(t, \theta)), \quad t>0, \theta \in \mathbb{T},  \tag{3.1}\\
U(0,0)=u_{0}
\end{array}\right.
$$

where $U(t, \theta)$ is periodic in $\theta$ on the torus $\mathbb{T}$. It was shown in previous publications [ 6,12 , $13,14,16,18]$, that it is possible to choose an initial condition $U(0, \theta)=U_{0}(\theta)$ for equation (3.1) in such a way that $U(t, \theta)$ has uniformly (with respect to $\varepsilon$ ) bounded derivatives up to a certain order $k \in \mathbb{N}$. Whereas Chapman-Enskog expansions can be used to construct $U_{0}(\theta)$, this means of derivation remains somehow pedestrian and definitely unsystematic. In contrast, we hereby show in next theorem that

$$
\begin{equation*}
U(0, \theta)=\Phi_{\theta}^{[n]}\left(\widetilde{u}_{0}\right), \quad \widetilde{u}_{0}=\left(\Phi_{0}^{[n]}\right)^{-1}\left(u_{0}\right) . \tag{3.2}
\end{equation*}
$$

is a perfectly suitable choice which furthermore paves the way for a systematic construction.
Theorem 3.1. Under the assumptions of Theorem 2.1, the unique solution of equation (3.1) with initial condition (3.2) is p-times continuously differentiable with respect to both $t \in[0,1]$ and $\theta \in \mathbb{T}$. Moreover, there exists a constant $\mathcal{C}_{p, n}>0$ such that

$$
\left.\forall \nu \leq p, \forall \mu \leq \min (p, n+1), \forall \theta \in \mathbb{T}, \quad \| \partial_{\theta}^{\nu} \partial_{t}^{\mu} U(t, \theta)\right) \| \leq \mathcal{C}_{p, n} .
$$

The proof of Theorem 3.1 is given in the Appendix. Now, according to Theorem 2.2, the conclusions of previous theorem remain true when replacing $\Phi_{\theta}^{[n]}$ by $\widetilde{\Phi}_{\theta}^{[n]}$ in (3.2). In Table 2 , we give a brief description of the algorithm for computing (3.2).
3.2. Uniformly accurate (UA) scheme of arbitrary order. We are now in position to derive UA schemes of arbitrary order for solving (1.1). We choose here to solve the twoscale equation (3.1) with the help of an exponential multistep method of the form described below.

We first discretize the $\theta$-variable as

$$
\theta_{l}=l \Delta \theta, l=0,1, \ldots, N_{\theta}
$$

## Pseudo-code for computing the $n$-th order preparation

1. Input $n \in \mathbb{N}$ and $u_{0}$
2. Computes $\widetilde{u}_{0}$

- $\widetilde{u}_{0}=u_{0}$
- For $k=1: n+1$ do

$$
\widetilde{u}_{0}=u_{0}-\varepsilon \widetilde{B}_{0}^{[k-1]}\left(\widetilde{u}_{0}\right)
$$

End do
3. Returns $U(0, \theta)=\widetilde{u}_{0}+\varepsilon \widetilde{B}_{\theta}^{[n]}\left(\widetilde{u}_{0}\right)$

## TABLE 2

with $\Delta \theta=2 \pi / N_{\theta}$ and $N_{\theta}$ some positive even integer. Applying Fourier transform to (3.1) on $\mathbb{T}$, we get for $\ell=-N_{\theta} / 2, \ldots, N_{\theta} / 2-1$,

$$
\begin{equation*}
\frac{d}{d t} \widehat{U}_{\ell}(t)+\frac{i \ell}{\varepsilon} \widehat{U}_{\ell}(t)=\widehat{f}_{\ell}(t), \quad t>0 \tag{3.3}
\end{equation*}
$$

where

$$
U(t, \theta)=\sum_{\ell=-N_{\theta} / 2}^{N_{\theta} / 2-1} \widehat{U}_{\ell}(t) \mathrm{e}^{i \ell \theta} \quad \text { and } \quad f_{\theta}(U(t, \theta))=\sum_{\ell=-N_{\theta} / 2}^{N_{\theta} / 2-1} \widehat{f}_{\ell}(t) \mathrm{e}^{i \ell \theta} .
$$

Now, given a time-step $\Delta t$ and the grid

$$
t_{j}=j \Delta t
$$

Duhamel's formula for (3.3) between $t_{j}$ and $t_{j+1}(n \geq 0)$ writes

$$
\begin{equation*}
\widehat{U}_{\ell}\left(t_{j+1}\right)=\mathrm{e}^{-\frac{i e \Delta t}{\varepsilon}} \widehat{U}_{\ell}\left(t_{j}\right)+\int_{0}^{\Delta t} \mathrm{e}^{-\frac{i \ell}{\varepsilon}(\Delta t-s)} \widehat{f}_{\ell}\left(t_{j}+s\right) d s \tag{3.4}
\end{equation*}
$$

In order to obtain a $(n+1)$-th order UA scheme we thus approximate the function $\widehat{f_{\ell}}\left(t_{j}+s\right)$ by the $n$-th order Lagrange interpolation polynomial

$$
\begin{equation*}
\widehat{f}_{\ell}\left(t_{j}+s\right) \approx \sum_{k=0}^{n}\left(\prod_{\substack{l=0 \\ l \neq k}}^{n} \frac{s+l \Delta t}{(l-k) \Delta t}\right) \widehat{f}_{\ell}\left(t_{j-k}\right), \quad j \geq 0 \tag{3.5}
\end{equation*}
$$

and use exact formulas for

$$
\begin{equation*}
p_{\ell, k}^{[n]}:=\int_{0}^{\Delta t} \mathrm{e}^{-\frac{i \ell}{\varepsilon}(\Delta t-s)} \prod_{\substack{l=0 \\ l \neq k}}^{n} \frac{s+l \Delta t}{(l-k) \Delta t} d s, \quad 0 \leq k \leq n, \ell=-\frac{N_{\theta}}{2}, \ldots, \frac{N_{\theta}}{2}-1 . \tag{3.6}
\end{equation*}
$$

Note that the $p_{\ell, k}^{[n]}$ are universal coefficients and can be pre-computed and stored. Once incorporated in (3.4), we obtain the following approximation

$$
\begin{equation*}
\widehat{U}_{\ell}\left(t_{j+1}\right) \approx \mathrm{e}^{-\frac{i \ell \Delta t}{\varepsilon}} \widehat{U}_{\ell}\left(t_{j}\right)+\sum_{k=0}^{j} p_{\ell, k}^{[n]} \widehat{f}_{\ell}\left(t_{n-k}\right), \quad j \geq n \tag{3.7}
\end{equation*}
$$

It can be verified that the local truncation error is of size $\mathcal{O}\left(\Delta t^{n+2}\right)$ uniformly in $\varepsilon$ so that the overall scheme has indeed the claimed uniform order $n+1$ if ones uses the $n$-th order prepared initial data (3.2).

As far as starting values $\widehat{U}_{\ell}\left(t_{1}\right), \ldots, \widehat{U}_{\ell}\left(t_{n}\right)$ as concerned, they can be obtained from lower order schemes. For instance, the first order interpolation polynomial has been used in $[12,14,18]$ to get a second order UA scheme.

The full method is explicit and the computational cost at each step is $\mathcal{O}\left(N_{\theta} \log N_{\theta}\right)$. For its resemblance with Adams-Bashforth method, we shall refer to this scheme as the $(n+1)$-th order Adams-Bashforth two-scale formulation (AB-TSF) integrator. Note that in practice, the two-scale strategy requires a fresh restart from time to time. For that, we adapt straightforwardly the strategy proposed in [18].

## 4. Micro-macro decomposition method

The micro-macro decomposition method was originally proposed in [10] with the aim of removing the extra variable $\theta$ occurring in the two-scale formulation. Its interpolation property which helps the recovery of the whole oscillation trajectory was later pointed out in [13]. This distinguishable feature compares favourably with the two-scale formulation method in some applications. We refer the reader to [13] for a detailed comparison of the two methods.
4.1. Generating the micro-macro decomposition at arbitrary order. We now follow the presentation of [10]: the solution $u(t)$ of (1.1) can be decomposed into a macro part $v(t)$ and a micro part $w(t)$ as follows

$$
\begin{equation*}
u(t)=\Phi_{\frac{t}{\varepsilon}}^{[n]}(v(t))+w(t), \tag{4.1}
\end{equation*}
$$

where $(v(t), w(t))$ is the solution of the micro-macro system

$$
\begin{align*}
\dot{v} & =F^{[n]}(v),  \tag{4.2}\\
\dot{w} & =f_{\frac{t}{\varepsilon}}\left(\Phi_{\frac{t}{\varepsilon}}^{[n]}(v)+w\right)-\left(\frac{1}{\varepsilon} \partial_{\theta} \Phi_{\frac{t}{\varepsilon}}^{[n]}+\partial_{u} \Phi_{\frac{t}{\varepsilon}}^{[n]} F^{[n]}\right)(v) \tag{4.3}
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
v(0)=\left(\Phi_{0}^{[n]}\right)^{-1}\left(u_{0}\right), \quad w(0)=0 . \tag{4.4}
\end{equation*}
$$

Theorem 2.1 then lies at the core of the following convergence result, which allows to derive UA methods of arbitrary orders from existing non-stiff methods. As a matter of fact, it is not difficult to show from estimate $(2.3)$ that the the right-hand side of $(4.2,4.3)$ has bounded derivatives up to order $\min (p, n)+1$. This was done with some details in [10] and the complete result is exposed in the theorem below.

Theorem 4.1. Consider an approximation $\left(v_{j}, w_{j}\right)_{0 \leq j \leq J}$ of (4.2, 4.3) at times $t_{0}=0<$ $t_{1}<\ldots<t_{J}=1$ obtained by a numerical method convergent of order $q$ when applied to (1.1) with $\varepsilon=1$. Then, under the assumptions of Theorem 2.1, this approximation yields a uniformly accurate approximation of order $r=\min (p, q, n)$ of the solution of (1.1), i.e.

$$
\max _{0 \leq j \leq J}\left\|\Phi^{[n]}\left(v_{j}\right)+w_{j}-u^{\varepsilon}\left(t_{j}\right)\right\|_{X} \leq C \Delta t^{r}
$$

where the constant $C$ is independent of $\varepsilon$ and the time grid size $\Delta t=\max _{j}\left(t_{j+1}-t_{j}\right)$ is assumed to be small enough.

Taking into account Theorem 2.2, it is clear that the very same result holds true if we replace $\Phi^{[n]}$ by $\widetilde{\Phi}^{[n]}$. However, in order to keep the whole procedure free of derivative, equation (4.3) can not solved as such and will have to be slightly transformed.
4.2. UA scheme to arbitrary order. Leaning on the derivative-free construction of $\widetilde{\Phi}_{\theta}^{[n]}$, for any specified $n \in \mathbb{N}^{*}$, we aim at designing a $(n+1)$-th order UA scheme for (1.1). Denoting

$$
\begin{equation*}
g_{\theta}^{[n]}(v, w):=f_{\theta}\left(\widetilde{\Phi}_{\theta}^{[n]}(v)+w\right), \tag{4.5}
\end{equation*}
$$

the $n$-th order micro-macro equations can be rewritten as

$$
\dot{v}=\widetilde{F}^{[n]}(v), \quad \dot{w}=g_{t / \varepsilon}^{[n]}(v, w)-\frac{d}{d t}\left(\widetilde{\Phi}_{t / \varepsilon}^{[n]}(v)\right),
$$

so that, by integrating both sides of each equation between $t_{j}$ and $t_{j+1}+\Delta t$

$$
\begin{align*}
& v\left(t_{j+1}\right)-v\left(t_{j}\right)=\int_{t_{j}}^{t_{j+1}} \widetilde{F}^{[n]}(v(t)) d t, \quad j \geq 0,  \tag{4.6a}\\
& w\left(t_{j+1}\right)-w\left(t_{j}\right)=\int_{t_{j}}^{t_{j+1}} g_{t / \varepsilon}^{[n]}(v(t), w(t)) d t-\widetilde{\Phi}_{t_{j+1} / \varepsilon}^{[n]}\left(v\left(t_{j+1}\right)\right)+\widetilde{\Phi}_{t_{j} / \varepsilon}^{[n]}\left(v\left(t_{j}\right)\right) . \tag{4.6b}
\end{align*}
$$

Replacing the function under the integral in (4.6a) by a $(n+1)$-th order interpolation at times $t_{j-n}, \ldots, t_{j}$, we obtain, for $j \geq n$

$$
\int_{t_{j}}^{t_{j+1}} \widetilde{F}^{[n]}(v(t)) d t \approx \int_{0}^{\Delta t} \sum_{k=0}^{n}\left(\prod_{\substack{l=0 \\ l \neq k}}^{n} \frac{s+l \Delta t}{(l-k) \Delta t}\right) \widetilde{F}^{[n]}\left(v\left(t_{j-k}\right)\right) d s=\sum_{k=0}^{n} q_{k}^{[n]} \widetilde{F}^{[n]}\left(v\left(t_{j-k}\right)\right),
$$

with

$$
\begin{equation*}
q_{k}^{[n]}:=\int_{0}^{\Delta t}\left(\prod_{\substack{l=0 \\ l \neq k}}^{n} \frac{s+l \Delta t}{(l-k) \Delta t}\right) d s, \quad k=0, \ldots, n \tag{4.7}
\end{equation*}
$$

and accordingly, for $j \geq n$, the numerical scheme for (4.6a) has the form

$$
v_{j+1} \approx v_{j}+\sum_{k=0}^{n} q_{k}^{[n]} \widetilde{F}^{[n]}\left(v_{j-k}\right)
$$

As far as equation (4.6b) is concerned, a Fourier expansion leads to

$$
\begin{aligned}
\int_{t_{j}}^{t_{j+1}} g_{t / \varepsilon}^{[n]}(v(t), w(t)) d t & =\sum_{\ell \in \mathbb{Z}} \int_{0}^{\Delta t} \mathrm{e}^{i \ell \frac{\left(t_{j}+s\right)}{\varepsilon}} \widehat{\left(g^{[n]}\right)}\left(v\left(t_{j}+s\right), w\left(t_{j}+s\right)\right) d s \\
& \approx \mathrm{e}^{i \ell \frac{t_{j+1}}{\varepsilon}} \sum_{\ell=N_{\theta} / 2}^{N_{\theta} / 2-1} \sum_{k=0}^{n} p_{\ell, k}^{[n]} \widehat{\left(g^{[n]}\right)}\left(v\left(t_{j-k}\right), w\left(t_{j-k}\right)\right),
\end{aligned}
$$

where the $\widehat{\left(g^{[n]}\right)_{\ell}}(v, w)$ are the Fourier coefficients of $g_{\theta}^{[n]}$, and the $p_{\ell, k}^{[n]}$ are defined as in (3.6). Hence, the numerical scheme corresponding to equation (4.6b) takes the form, for $j \geq n$

$$
\begin{equation*}
w_{j+1}=w_{j}+\mathrm{e}^{i \ell \frac{t_{j+1}}{\varepsilon}} \sum_{\ell=N_{\theta} / 2}^{N_{\theta} / 2-1} \sum_{k=0}^{n} p_{\ell, k}^{[n]} \widehat{\left(g^{[n]}\right)_{\ell}}\left(v_{j-k}, w_{j-k}\right)-\widetilde{\Phi}_{\frac{t_{j+1}}{\varepsilon}}^{[n]}\left(v_{j+1}\right)+\widetilde{\Phi}_{\frac{t_{j}}{\varepsilon}}^{[n]}\left(v_{j}\right) . \tag{4.8}
\end{equation*}
$$

As for the starting values $v_{j+1}$ and $w_{j+1}, j=0, \ldots, n-1$, they can be obtained by a method of lower order. An approximation of $u\left(t_{j}\right)$ is then recovered from the micro-macro decomposition, that is to say, for $j \geq 0$

$$
u_{j+1}=\widetilde{\Phi}_{t_{j+1} / \varepsilon}^{[n]}\left(v_{j+1}\right)+w_{j+1} .
$$

Overall, the full scheme is explicit with computational cost per step $\mathcal{O}\left(N_{\theta} \log N_{\theta}\right)$ and its local error can be proved to be of size $\mathcal{O}\left(\Delta t^{n+1}\right)$ along the same lines as in Theorem 4.1. In the sequel, we shall refer to this scheme as the $(n+1)$-th exponential Adams-Bashforth micro-macro integrator (AB-MM).

## 5. Numerical results

The goal of this section is to demonstrate on two examples that both numerical schemes (AB-TSF) and (AB-MM) in combination with the derivative-free change of variables $\widetilde{\Phi}_{\theta}^{[n]}$ are uniformly accurate.
5.1. First example. The Hénon-Heiles model [22] is a Hamiltonian system with energy

$$
H\left(q_{1}, q_{2}, p_{1}, p_{2}\right)=\frac{p_{1}^{2}+q_{1}^{2}}{2 \varepsilon}+\frac{p_{2}^{2}+q_{2}^{2}}{2}+q_{1}^{2} q_{2}-\frac{q_{2}^{3}}{3}, \quad 0<\varepsilon \leq 1 .
$$

Filtering with the stiff part, i.e. changing variables from $\left(q_{1}, q_{2}, p_{1}, p_{2}\right)$ to $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ with

$$
q_{1}=\cos (t / \varepsilon) u_{1}(t)+\sin (t / \varepsilon) u_{3}, \quad p_{1}=\cos (t / \varepsilon) u_{3}-\sin (t / \varepsilon) u_{1}, \quad u_{2}=q_{2}, \quad u_{4}=p_{2},
$$

the problem takes the form (1.1)

$$
\begin{equation*}
\dot{u}=f_{\frac{t}{\varepsilon}}(u), \quad t>0, \tag{5.1}
\end{equation*}
$$

with

$$
f_{\theta}(u)=\left(\begin{array}{c}
2 \sin (\theta)\left(u_{1} \cos (\theta)+u_{3} \sin (\theta)\right) u_{2} \\
u_{4} \\
-2 \cos (\theta)\left(u_{1} \cos (\theta)+u_{3} \sin (\theta)\right) u_{2} \\
-\left(u_{1} \cos (\theta)+u_{3} \sin (\theta)\right)^{2}+u_{2}^{2}-u_{2}
\end{array}\right)
$$

The initial data of (5.1) is given by $u_{0}=(0.12,0.12,0.12,0.12)$.
Firstly, we consider the $3^{r d}$ order and $4^{\text {th }}$ order (AB-TSF) schemes (3.7) under respectively $3^{r d}$ order and $4^{\text {th }}$ order preparations. We take $N_{\theta}=128$ and explore a wide range of values of $\varepsilon$ in the interval $(0,1)$. For each value of $\varepsilon$, a very accurate reference solution is computed by the $4^{\text {th }}$ order micro-macro scheme from [10] using tiny values of the stepsize $\Delta t=10^{-5}$ and a large number of Fourier modes $N_{\theta}=256$. The error of the numerical solution $u(1)-u^{J}$ at time $t=1$ in maximum vector norm is presented in Figure 1. The corresponding errors for the $3^{\text {rd }}$ order and $4^{\text {th }}$ order (AB-MM) schemes (4.8) at time $t=1$ are presented on Figure 2.

Secondly, in order to test the long-time behaviour of the schemes, we plot the relative energy error

$$
\left|H\left(u^{n}\right)-H\left(u_{0}\right)\right| /\left|H\left(u_{0}\right)\right|
$$

of the $4^{\text {th }}$ order (AB-TSF) scheme with a restart every $T_{0}=3$ till $t=120$ in Figure 3. The long-time behaviour of (AB-MM) is the same as (AB-TSF), so that the corresponding experiment has been simply omitted. At last, the dependence of the error of (AB-TSF) schemes on $N_{\theta}$ is shown in Figure 4 with different values of $\varepsilon$. The corresponding error of (AB-MM) w.r.t. $N_{\theta}$ is very similar and the corresponding experiment has been again omitted.

According to Figures 1-3, it is apparent that:
(i) The two methods (AB-TSF) and (AB-MM) with the derivative-free change of variable have the expected order and uniform accuracy w.r.t. $\varepsilon \in] 0,1]$. The error in the auxiliary variable $\theta$ decreases spectrally as $N_{\theta}$ increases and it is uniform in $\varepsilon$. The global errors of the two methods are similar. However, (AB-MM) is


Figure 1. Error as $\Delta t$ for different $\varepsilon$ : the 3rd order (left) and the 4 th order (right) AB-TSF methods in example 5.1.


Figure 2. Error as $\Delta t$ for different $\varepsilon$ : the 3rd order (left) and the 4th order (right) AB-MM methods in example 5.1.



Figure 3. Energy error of the 4th order AB-TSF method with restart under $\varepsilon=0.5$ and $\varepsilon=0.005$ in example 5.1.
inherently less efficient than (AB-TSF), as the micro-macro decomposition requires to evaluate the derivative-free change of variable at each step, whereas only one evaluation is necessary for the two-scale method (or at most a few if we take into account the refreshes).
(ii) Numerical approximations of the energy of (AB-TSF) and (AB-MM) converge (uniformly in $\varepsilon$ ) with the same order as the numerical solutions themselves. We can notice that method (AB-TSF) with restarts is stable on long-time intervals,


Figure 4. Error as $N_{\theta}$ under different $\varepsilon$ : the 3 rd order (left) and 4th order (right) AB-TSF methods in example 5.1.
even if the energy error drifts linearly, as is expected from a non-symplectic (and non-symmetric) method.
5.2. Second example. Our second example is the one-dimensional non-linear Klein-Gordon (KG) equation in the non-relativistic scaling $[1,2]$

$$
\left\{\begin{array}{l}
\varepsilon \partial_{t t} a(x, t)-\partial_{x x} a(x, t)+\frac{1}{\varepsilon} a(x, t)+g(a(x, t))=0, \quad x \in \mathbb{T}, \quad t>0,  \tag{5.2}\\
a(x, 0)=\phi_{1}(x), \quad \partial_{t} a(x, 0)=\frac{1}{\varepsilon} \phi_{2}(x), \quad x \in \mathbb{T},
\end{array}\right.
$$

where $0<\varepsilon \leq 1$ is a scaled parameter inversely proportional to the square of the speed of light, $a$ is the real-valued unknown, $\phi_{1}, \phi_{2}$ are the given initial data and $g: \mathbb{R} \rightarrow \mathbb{R}$ is a given non-linear function. By introducing [6]

$$
b:=b(x, t)=\mathrm{e}^{-i t \sqrt{1-\varepsilon \partial_{x x}} / \varepsilon}\left[a(x, t)-i \varepsilon\left(1-\varepsilon \partial_{x x}\right)^{-1 / 2} \partial_{t} a(x, t)\right] \quad x \in \mathbb{T}, t \geq 0
$$

the equation (5.2) becomes

$$
\left\{\begin{array}{l}
\partial_{t} b=i\left(1-\varepsilon \partial_{x x}\right)^{-1 / 2} \mathrm{e}^{-i\left(t / \varepsilon+t A_{\varepsilon}\right)} g\left(\frac{1}{2}\left(\mathrm{e}^{i\left(t / \varepsilon+t A_{\varepsilon}\right)} b+\mathrm{e}^{-i\left(t / \varepsilon+t A_{\varepsilon}\right)} \bar{b}\right)\right), \quad x \in \mathbb{T}, t>0,  \tag{5.3}\\
b(x, 0)=\phi_{1}(x)-i\left(1-\varepsilon \partial_{x x}\right)^{-1 / 2} \phi_{2}(x), \quad x \in \mathbb{T},
\end{array}\right.
$$

with $A_{\varepsilon}:=\frac{1}{\varepsilon}\left[\sqrt{1-\varepsilon \partial_{x x}}-1\right]$ Note that the operator $0 \leq A_{\varepsilon} \leq \frac{-\partial_{x x}}{2}$, so that (5.3) belongs to the class of highly-oscillatory problems of the form (1.1) after discretisation of the variable $x$. Hereafter, we take

$$
g(u)=\sin (u) / 2, \quad \phi_{1}(x)=\frac{2 \sin (2 x)}{2+\cos (x)}, \quad \phi_{2}(x)=\cos (x),
$$

and solve (5.3) on the time-interval $(0,1)$. The reference solution is obtained by the twoscale method from [6] with a very small step-size $\Delta t=10^{-6}$ and a large number of Fourier modes $N_{\theta}=128$. Global errors in $H^{1}$-norm of (AB-TSF) versus $\Delta t$ or $\varepsilon$ are plotted on Figure 5. The error w.r.t. $N_{\theta}$ is represented in Figure 6. Corresponding results for (AB-MM) are very similar and are therefore omitted.

Based on the numerical results in Figures 5, we can see that the proposed AB-TSF (also $\mathrm{AB}-\mathrm{MM}$ ) reaches the desired high order uniform accuracy.


Figure 5. Temporal error of AB-TSF methods as $\Delta t$ or $\epsilon$ for KG in example 5.2: the 3 rd order (up) and the 4 th order (down).


Figure 6. Error of AB-TSF methods as $N_{\theta}$ for KG in example 5.2: the 3rd order (left) and the 4th order (right).
5.3. Third example. Our last experiment is concerned with the three-dimensional Vlasov equation i with a strong external magnetic field, which is a model of plasma dynamics [13]:
$\partial_{t} h^{\varepsilon}(t, \mathbf{x}, \mathbf{v})+\mathbf{v} \cdot \nabla_{\mathbf{x}} h^{\varepsilon}(t, \mathbf{x}, \mathbf{v})+\left(\mathbf{E}(t, \mathbf{x})+\frac{1}{\varepsilon} \mathbf{v} \times \mathbf{B}(\mathbf{x})\right) \cdot \nabla_{\mathbf{v}} h^{\varepsilon}(t, \mathbf{x}, \mathbf{v})=0, t>0, \mathbf{x}, \mathbf{v} \in \mathbb{R}^{3}$, where $h^{\varepsilon}$ is the unknown distribution function, $\left.\left.\varepsilon \in\right] 0,1\right]$ is inversely proportional to the strength of the magnetic field, and $\mathbf{E}$ and $\mathbf{B}$ denote the electrical and magnetic fields. In this paper, we consider the situation where the magnetic field has constant intensity at leading order, i.e.

$$
\mathbf{B}=\mathbf{B}_{0}+\mathcal{O}(\varepsilon)
$$

with $\left|\mathbf{B}_{0}(\mathbf{x})\right|=$ const for all $\mathbf{x} \in \mathbb{R}^{3}$. In this case, the stiff part of the above equation gives rise to a periodic motion in time [13] so that, once again, the problem belongs to the class (1.1). As one of the most popular spatial discretization techniques for the Vlasov equation
in high dimension, the Particle-In-Cell method approximates the distribution function by many $\left(N_{p} \gg 1\right)$ Dirac mass

$$
\begin{equation*}
h^{\varepsilon}(t, \mathbf{x}, \mathbf{v}) \approx \sum_{k=1}^{N_{p}} \omega_{k} \delta\left(\mathbf{x}-\mathbf{x}_{k}(t)\right) \delta\left(\mathbf{v}-\mathbf{v}_{k}(t)\right), \quad t \geq 0, \mathbf{x}, \mathbf{v} \in \mathbb{R}^{2} \tag{5.4}
\end{equation*}
$$

and reduces the problem to the characteristics:

$$
\begin{align*}
& \dot{\mathbf{x}}_{k}(t)=\mathbf{v}_{k}(t)  \tag{5.5a}\\
& \dot{\mathbf{v}}_{k}(t)=\mathbf{E}\left(t, \mathbf{x}_{k}(t)\right)+\frac{1}{\varepsilon} \mathbf{v}_{k}(t) \times \mathbf{B}\left(\mathbf{x}_{k}(t)\right), \quad t>0  \tag{5.5b}\\
& \mathbf{x}_{k}(0)=\mathbf{x}_{k, 0}, \quad \mathbf{v}_{k}(0)=\mathbf{v}_{k, 0} \tag{5.5c}
\end{align*}
$$

To illustrate the performance of our proposed numerical methods, we here consider the approximation of one characteristic equation (5.5) with initial data

$$
\mathbf{x}_{k, 0}=(1 / 3,-1 / 2, \sqrt{\pi} / 2), \quad \mathbf{v}_{k, 0}=(1 / 2, \mathrm{e} / 4,-1 / 3)
$$

Hereafter, the vector fields $\mathbf{E}$ and $\mathbf{B}$ are given as

$$
\mathbf{E}(\mathbf{x})=\left(\begin{array}{l}
\cos \left(x_{1} / 2\right) \sin \left(x_{2}\right) \sin \left(x_{3}\right) / 2 \\
\sin \left(x_{1} / 2\right) \cos \left(x_{2}\right) \sin \left(x_{3}\right) \\
\sin \left(x_{1} / 2\right) \sin \left(x_{2}\right) \cos \left(x_{3}\right)
\end{array}\right), \quad \mathbf{B}(\mathbf{x})=\frac{1}{\sqrt{1+\alpha^{2} x_{1}^{2}+\alpha^{2} x_{2}^{2}}}\left(\begin{array}{c}
\alpha x_{2} \\
-\alpha x_{1} \\
1
\end{array}\right)
$$

with $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)^{T}$ and $\alpha=0.5$. This choice of $\mathbf{B}$ is known as the screw-pinch case [23] with $|\mathbf{B}(\mathbf{x})|=1$.

We apply our $3^{\text {rd }}$ order and $4^{t h}$ order ( $\mathbf{A B}-\mathbf{M M}$ ) methods to (5.5) with $N_{\tau}=128$. The reference solution is obtained by the $4^{t h}$ order (AB-MM) with step-size $\Delta t=10^{-4}$. Global errors at time $t=1$ for different values of $\varepsilon$ are represented on Figure 7. Clear-cut convergence $3^{r d}$ order and $4^{t h}$ order are observed for all $\varepsilon$ in the interval $(0,1]$ in both position and velocity variables. Owing to the uniform accuracy of our methods, very few grids points are necessary for a realistic simulation, as one can see on Figure 8 where the numerical solution does not oscillate while still lying on the correct trajectory. Moreover, the (AB-MM) approach allows for accurate interpolations. As a matter of fact, quadratic interpolations of $v^{j}$ and $w^{j}$ can be obtained from (4.8) for arbitrary $t>0, t_{j}<t<t_{j+2}$, by computing

$$
\begin{aligned}
& v_{I}^{j}(t)=\frac{\left(t-t_{j+1}\right)\left(t-t_{j+2}\right)}{\Delta t^{2}} v^{j}-\frac{\left(t-t_{j}\right)\left(t-t_{j+2}\right)}{\Delta t^{2}} v^{j+1}+\frac{\left(t-t_{j}\right)\left(t-t_{j+1}\right)}{\Delta t^{2}} v^{j+2} \\
& w_{I}^{j}(t)=\frac{\left(t-t_{j+1}\right)\left(t-t_{j+2}\right)}{\Delta t^{2}} w^{j}-\frac{\left(t-t_{j}\right)\left(t-t_{j+2}\right)}{\Delta t^{2}} w^{j+1}+\frac{\left(t-t_{j}\right)\left(t-t_{j+1}\right)}{\Delta t^{2}} j^{n+2}
\end{aligned}
$$

and the interpolated numerical solution then reads

$$
u_{I}^{j}(t)=\widetilde{\Phi}_{t / \varepsilon}^{[2]}\left(v_{I}^{j}(t)\right)+w_{I}^{n}(t), \quad t_{n} \leq t \leq t_{j+2}
$$

Since $v(t)$ and $w(t)$ are smooth with bounded derivatives $\partial_{t}^{3} v(t)=\mathcal{O}(1)$, and $\partial_{t}^{3} w(t)=\mathcal{O}(1)$, it is clear that the above formulas give uniform third-order approximations to $v(t)$ and $w(t)$. Hence, the full trajectory can also be recovered uniformly. This is also shown in Figures 8 and Figure 9.
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Figure 7. Error $\left|\mathbf{x}\left(t_{n}\right)-\mathbf{x}^{n}\right| /\left|\mathbf{x}\left(t_{n}\right)\right|+\left|\mathbf{v}\left(t_{n}\right)-\mathbf{v}^{n}\right| /\left|\mathbf{v}\left(t_{n}\right)\right|$ as $\Delta t$ for different $\varepsilon$ : the 3rd order (left) and the 4th order (right) AB-MM in example 5.2.


Figure 8. Left column: exact trajectory of the particle (blue squares) and the numerical solution of AB-MM with time step $\Delta t=1 / 4$ till $t=1$ under $\varepsilon=1 / 2^{5}$ (red dots, ratio $\Delta t / \varepsilon=8$ ). Right column: the numerical solution under $\Delta t=1 / 4$ and the fully recovered trajectory with quadratic interpolation at fine mesh.

## Appendix

Proof of Theorem 3.1. We decompose the solution of (3.1) into a macro and a micro part as follows

$$
\begin{equation*}
U(t, \theta)=\Phi_{\theta}^{[n]}(v(t))+W(t, \theta) \tag{5.6}
\end{equation*}
$$



Figure 9. Error of the quadratic interpolation based on the numerical solution of AB-MM with $\Delta t=1 / 4$ till $t=1$ under $\varepsilon=1 / 2^{5}$ in position $\mathbf{x}$ (left) and in velocity $\mathbf{v}$ (right).
where $v$ is the solution of the averaged equation (4.2)

$$
\dot{v}(t)=F^{[n]}(v(t)), \quad v(0)=\widetilde{u}_{0} .
$$

All we have to show is that the derivatives of $W$ are bounded independently of $\varepsilon$, as this is clearly the case for $\Phi_{\theta}^{[n]}(v(t))$ (see Proposition 3.2. in [10]). It is straightforward to see that $W(t, \theta)$ is then solution of the transport equation

$$
\begin{equation*}
\partial_{t} W(t, \theta)+\frac{1}{\varepsilon} \partial_{\theta} W(t, \theta)=f_{\theta}\left(\Phi_{\theta}^{[n]}(v(t))+W(t, \theta)\right)-f_{\theta}\left(\Phi_{\theta}^{[n]}(v(t))\right)-\delta_{\theta}^{[n]}(v(t)) \tag{5.7}
\end{equation*}
$$

with initial condition $W(0, \theta)=0$ and where $\delta_{\theta}^{[n]}$ is given by equation (2.2)

$$
\delta_{\theta}^{[n]}=\frac{1}{\varepsilon} \partial_{\theta} \Phi_{\theta}^{[n]}+\partial_{u} \Phi_{\theta}^{[n]} F^{[n]}-f_{\theta} \circ \Phi_{\theta}^{[n]} .
$$

Written in compact form, we have

$$
\begin{equation*}
\partial_{t} W+\frac{1}{\varepsilon} \partial_{\theta} W=L^{[n]}(\theta, t, W) W+b^{[n]}(\theta, t) \tag{5.8}
\end{equation*}
$$

where we have denoted

$$
\begin{aligned}
L^{[n]}(\theta, t, W) W & =f_{\theta}\left(\Phi_{\theta}^{[n]}(v(t))+W\right)-f_{\theta}\left(\Phi_{\theta}^{[n]}(v(t))\right) \\
& =\left(\int_{0}^{1} \partial_{u} f_{\theta}\left(\Phi_{\theta}^{[n]}(v(t))+\mu W\right) d \mu\right) W, \\
b^{[n]}(\theta, t) & =-\delta_{\theta}^{[n]}(v(t)) .
\end{aligned}
$$

Under the assumptions of Theorem 2.1, both the operator $L^{[n]}(\theta, t, W)$ and the source term $b^{[n]}(\theta, t)$ are of class $C^{p}$ w.r.t. $\theta \in \mathbb{T}$, of class $C^{\infty}$ w.r.t. $t \in[0, T]$ and real-analytic w.r.t. $W$. In particular, according to Theorem 3.5. in [10], we have the following bounds for all $(\nu, \mu, \xi) \in \mathbb{N}^{3}$ such that $\nu+\mu+\xi \leq p$ and for all $(\theta, t) \in[0,2 \pi] \times[0,1]$

$$
\begin{equation*}
\forall\left(W, Y_{1}, \ldots, Y_{\xi}\right) \in \mathcal{K}^{1+\xi}, \quad\left\|\partial_{\theta}^{\nu} \partial_{t}^{\mu} \partial_{w}^{\xi} L^{[n]}(\theta, t, W)\left(Y_{1}, \ldots, Y_{\xi}\right)\right\| \leq C_{n}^{L}\left\|Y_{1}\right\| \ldots\left\|Y_{\xi}\right\| \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall W \in \mathcal{K},\left\|\partial_{\theta}^{\nu} \partial_{t}^{\mu} b^{[n]}(\theta, t)\right\| \leq C_{n}^{b} \varepsilon^{n} \tag{5.10}
\end{equation*}
$$

for some positive constants $C_{n}^{L}$ and $C_{n}^{b}$ independent of $\varepsilon$. We now observe that the derivatives of $W$ w.r.t. $\theta$ may be easily bounded independently of $\varepsilon$ given that, on the one-hand, the right-hand side of (5.7) and its derivatives w.r.t. $\theta$ are all bounded themselves, and on the other hand, $\left(\partial_{\theta}^{k} W\right)(0, \theta)=0$ for all $k \geq 0$. As for derivatives w.r.t. $t$, we introduce $W_{k}(t, \theta)=\partial_{t}^{k} W(t, \theta)$ and write

$$
\begin{align*}
\partial_{t} W_{k}+\frac{1}{\varepsilon} \partial_{\theta} W_{k} & =\frac{d^{k}}{d t^{k}}\left(L^{[n]}(\theta, t, W) W+b^{[n]}(\theta, t)\right) \\
& =\partial_{t}^{k} b^{[n]}+\sum_{\alpha+\beta \leq k} \sum_{\mathbf{i}} c_{\mathbf{i}}\left(\partial_{t}^{\alpha} \partial_{W}^{\beta} L\right)\left(W_{i_{0}}, W_{i_{1}}, \ldots, W_{i_{\beta}}\right) \tag{5.11}
\end{align*}
$$

where the second sum is extended over multi-indices $\mathbf{i}=\left(i_{0}, \ldots, i_{\beta}\right) \in \mathbb{N}^{\beta+1}$ such that

$$
i_{0} \geq 0, i_{1} \geq 1, \ldots, i_{\beta} \geq 1, \quad i_{0}+i_{1}+\ldots+i_{\beta}+\alpha=k
$$

and where the $c_{\mathbf{i}}$ are fixed coefficients. Equation (5.11) prescribes the initial condition $W_{k}^{0}(\theta)$ for $W_{k}$ recursively. As a matter of fact, we have at $t=0$

$$
\begin{aligned}
W_{1}^{0} & =-\frac{1}{\varepsilon} \partial_{\theta} W^{0}+L^{[n]} W^{0}+b^{[n]}=b^{[n]}, \\
W_{2}^{0} & =-\frac{1}{\varepsilon} \partial_{\theta} W_{1}^{0}+\partial_{t} b^{[n]}+\left(\partial_{t} L^{[n]}\right) W^{0}+\left(\partial_{u} L^{[n]}\right)\left(W^{0}, W_{1}^{0}\right)+L^{[n]} W_{1}^{0} \\
& =-\frac{1}{\varepsilon} \partial_{\theta} b^{[n]}+\partial_{t} b^{[n]}+L^{[n]} b^{[n]},
\end{aligned}
$$

and more generally

$$
W_{k+1}^{0}=-\frac{1}{\varepsilon} \partial_{\theta} W_{k}^{0}+\partial_{t}^{k} b^{[n]}+\sum_{\alpha+\beta \leq k} \sum_{\mathbf{i}} c_{\mathbf{i}}\left(\partial_{t}^{\alpha} \partial_{W}^{\beta} L\right)\left(W_{i_{0}}^{0}, W_{i_{1}}^{0}, \ldots, W_{i_{\beta}}^{0}\right) .
$$

Using (5.9) and (5.10), it is easy to obtain by induction

$$
\begin{equation*}
\forall \nu \leq p, \forall k \leq \min (p, n+1), \forall \theta \in \mathbb{T}, \quad\left\|\partial_{\theta}^{\nu} W_{k}^{0}(\theta)\right\| \leq \mathcal{C}_{k} \varepsilon^{n+1-k} \tag{5.12}
\end{equation*}
$$

where the constant depends only on the constants in (5.9) and (5.10) but not on $\varepsilon$. By solving the characteristics of (5.11) and taking into account (5.12) and the fact that its righthand side together with all its derivatives are bounded independently of $\varepsilon$, the statement of the theorem follows.
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[^0]:    ${ }^{1}$ Here and in the sequel, if $g_{\theta}$ is a $2 \pi$-periodic function, then $\left\langle g_{\theta}\right\rangle$ represents its average $\frac{1}{2 \pi} \int_{0}^{2 \pi} g_{\theta} d \theta$.
    ${ }^{2}$ Note that $\tilde{\Phi}_{\theta}^{[0]}=\Phi_{\theta}^{[0]}$ and $\tilde{\Phi}_{\theta}^{[1]}=\Phi_{\theta}^{[1]}$.

