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Abstract

In this paper, the problem of detecting a change in the drift coefficient of a partially observed stochastic differential equation is addressed. The score function, evaluated at the nominal value, is used as the residual, and only the problem of residual generation is considered. In the special case where the drift coefficient depends on the parameter only in directions that are affected by nondegenerate noise, an efficient numerical approximation of the residual is proposed, using particle filters. The more complicated problem of residual evaluation will be considered elsewhere, under the small noise asymptotics.
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1 Introduction

The purpose of this paper is to design statistical tests to decide whether \( \theta = \alpha \), corresponding to a nominal behaviour of the system, or \( \theta \neq \alpha \), on the basis of observations \( (z_0, \ldots, z_n) \), in the following parametric model.

- At discrete time instants

\[
0 = t_0 < \cdots < t_n = T
\]

a \( d \)-dimensional noisy observation \( z_k \) of the state \( X_{t_k} \) becomes available, with conditional probability distribution

\[
\mathbb{P}^\theta(z_k \in dz \mid X_{t_k} = x) = g_k(x, z)dz,
\]

independent of \( \theta \). The likelihood function for the estimation of the state \( X_{t_k} \) based on the observation \( z_k \) alone is defined by

\[
\Psi_k(x) = g_k(x, z_k).
\]

The memoryless channel assumption holds here, under which the observations \( \{z_0, \ldots, z_n\} \) are i.i.d. given the corresponding states \( \{X_{t_0}, \ldots, X_{t_n}\} \). This assumption holds for example in the case of observations in additive white noise, i.e.

\[
z_k = h_k(X_{t_k}) + v_k,
\]

where \( \{v_0, \ldots, v_n\} \) is a white noise sequence, independent of the states \( \{X_{t_0}, \ldots, X_{t_n}\} \). In the special case of a Gaussian white noise sequence with identity covariance matrix, it holds

\[
\Psi_k(x) = (2\pi)^{-d/2} \exp \left\{ -\frac{1}{2} |z_k - h_k(x)|^2 \right\}.
\]

The time dependent transition probability kernel for the sampled Markov chain \( \{X_{t_0}, \ldots, X_{t_n}\} \) is defined by

\[
Q_k^\theta(x, dx') = \mathbb{P}^\theta[X_{t_k} \in dx' \mid X_{t_{k-1}} = x],
\]

or equivalently

\[
Q_k^\theta(\phi) = \mathbb{E}^\theta[\phi(X_{t_k}) \mid X_{t_{k-1}} = x],
\]

for any test function \( \phi \) defined on \( \mathbb{R}^m \).

The first (nonlocal) approach to detect a change, is to use a likelihood ratio test. For each value of the parameter the likelihood function can be expressed in terms...
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of the prediction filter, i.e. the probability distribution of the hidden state given past observations, and a numerical approximation is proposed here, using particle filters. The behaviour of the log-likelihood ratio under the null (nominal) hypothesis or under the alternative hypothesis, could be derived in the small noise asymptotics, as in James and LeGland [10], see also Campillo and LeGland [4] where the change detection problem is considered.

Following Benveniste, Basseville and Moustakides [2], see also Zhang, Basseville and Benveniste [12] and Basseville [1], the second (local) approach consists of the following two steps. The first step, called residual generation, is to propose a statistics, called the residual, which depends only the observations and on the nominal value of the parameter, and which ideally should be close to zero under the null hypothesis, and significantly different from zero under the alternative hypothesis. The second step, called residual evaluation, is to study the asymptotic behaviour of the residual under the null hypothesis and under a contiguous alternative hypothesis, and to design a simple test based on the residual. In this paper, only the problem of residual generation is considered, and the score function, i.e. the derivative of the log-likelihood function w.r.t. the parameter, evaluated at the nominal value, is used as the residual.

In the special case where the drift coefficient depends on the parameter only in directions that are affected by non-degenerate noise, see Assumptions A and B below, an efficient numerical approximation is proposed, using particle filters. The asymptotic behaviour of the residual under the null (nominal) hypothesis or under a contiguous alternative hypothesis, could be derived in the small noise asymptotics, and will be considered elsewhere.

2 Optimal filtering equations and their linear tangent equations

Let \( Z_k = (z_0, \cdots, z_k) \) denote the sequence of observations up to time \( t_k \), and introduce the following conditional probability distributions of the state \( X_{t_k} \):
\[
\mathbb{P}^\theta [X_{t_k} \in dx \mid Z_{k-1}] = \mu^\theta_{X_{t_k} \mid k-1}(dx) ,
\]
\[
\mathbb{P}^\theta [X_{t_k} \in dx \mid Z_k] = \mu^\theta_k(dx) .
\]
The sequence \( \{\mu^\theta_0, \cdots, \mu^\theta_k\} \) takes values in the space \( \mathcal{P} = \mathcal{P}(\mathbb{R}^m) \) of probability distributions on \( \mathbb{R}^m \). The transition from \( \mu^\theta_{k-1} \) to \( \mu^\theta_k \) is described by the following two steps:
\[
\begin{align*}
\mu^\theta_{k-1} & \xrightarrow{\text{prediction}} \mu^\theta_{X_{t_k} \mid k-1} = [Q^\theta_k]^* \mu^\theta_{k-1} \\
& \xrightarrow{\text{correction}} \mu^\theta_k = \Psi^\theta_k \cdot \mu^\theta_{X_{t_k} \mid k-1} ,
\end{align*}
\]
where \( \cdot \) denotes the projective product. The following representation holds for the prediction step: for any probability distribution \( \mu \) on \( \mathbb{R}^m \), and any test function \( \phi \) defined on \( \mathbb{R}^m \),
\[
\langle [Q^\theta_k]^* \mu, \phi \rangle = \langle \mu, Q^\theta_k \phi \rangle = \int_{\mathbb{R}^m} \mathbb{E}^\theta[\phi(X_{t_k}) \mid X_{t_k-1} = x] \mu(dx) .
\]
In the correction step, \( \mu^\theta_k \) is given by the Bayes rule
\[
\mu^\theta_k = \Psi^\theta_k \cdot \mu^\theta_{X_{t_k} \mid k-1} = \frac{\Psi^\theta_k \mu^\theta_{X_{t_k} \mid k-1}}{\langle \mu^\theta_{X_{t_k} \mid k-1}, \Psi^\theta_k \rangle} .
\]
Remark 2.1 By construction, the prediction step conserves the total mass, whereas the correction step automatically returns a probability distribution, i.e. for any positive measure \( \mu \) on \( \mathbb{R}^m \),
\[
\langle [Q^\theta_k]^* \mu, 1 \rangle = \langle \mu, Q^\theta_k 1 \rangle = \langle \mu, 1 \rangle ,
\]
and
\[
\langle \Psi^\theta_k \cdot 1, 1 \rangle = 1 ,
\]
respectively.

Let \( w^\theta_{X_{t_k} \mid k-1} = \partial \mu^\theta_{X_{t_k} \mid k-1} \) and \( w^\theta_k = \partial \mu^\theta_k \) denote the derivative of the conditional probability distributions \( \mu^\theta_{X_{t_k} \mid k-1} \) and \( \mu^\theta_k \) respectively, w.r.t. the \( p \)-dimensional parameter \( \theta \). The sequence \( \{w^\theta_0, \cdots, w^\theta_k\} \) takes values in the linear tangent space to \( \mathcal{P} \), i.e. in the space \( \Sigma \) of signed measures with zero mass. The transition from \( w^\theta_{X_{t_k} \mid k-1} \) to \( w^\theta_k \) is described by the following two steps, which are linear tangent to the prediction step and to the correction step respectively:

\[
\begin{align*}
& \text{linear tangent} \\
& \xrightarrow{\text{prediction}} \ x^\theta_{X_{t_k} \mid k-1} = \partial \langle [Q^\theta_k]^* \mu^\theta_{X_{t_k} \mid k-1} \rangle \\
& \xrightarrow{\text{correction}} \ x^\theta_k = \partial \langle \Psi^\theta_k \cdot \mu^\theta_{X_{t_k} \mid k-1} \rangle ,
\end{align*}
\]
In the linear tangent prediction step, \( w^\theta_{X_{t_k} \mid k-1} \) is given by
\[
w^\theta_{X_{t_k} \mid k-1} = [Q^\theta_k]^* w^\theta_{X_{t_k} \mid k-1} + \partial [Q^\theta_k]^* \mu^\theta_{X_{t_k} \mid k-1} .
\]
In the linear tangent correction step, \( w^\theta_k \) is given by the linear tangent Bayes rule
\[
w^\theta_k = \partial \langle \Psi^\theta_k \cdot \mu^\theta_{X_{t_k} \mid k-1} \rangle
\]
\[
= \frac{\Psi^\theta_k w^\theta_{X_{t_k} \mid k-1}}{\langle \mu^\theta_{X_{t_k} \mid k-1}, \Psi^\theta_k \rangle}
= \frac{\Psi^\theta_k \mu^\theta_{X_{t_k} \mid k-1}}{\langle \mu^\theta_{X_{t_k} \mid k-1}, \Psi^\theta_k \rangle} (w^\theta_{X_{t_k} \mid k-1} \mid \Psi^\theta_k) (5)
\]
\[
= F_k(\mu^\theta_{X_{t_k} \mid k-1}) w^\theta_{X_{t_k} \mid k-1} .
\]
where $w \mapsto F_k(\mu)w$ is the linear tangent map at point $\mu \in \mathcal{P}$ of the map $\mu \mapsto \Psi_k : \mu$. Of course this map can be extended to any signed measure on $\mathbb{R}^m$, and the following identity holds

$$F_k(\mu)\mu = 0 \quad \text{hence} \quad F_k(\mu)(w - c\mu) = F_k(\mu)w,$$

for any scalar $c$. A practical consequence of this simple remark is the following.

**Lemma 2.2** Let $\mu$ be a probability distribution on $\mathbb{R}^m$, and let $w$ be a signed measure on $\mathbb{R}^m$ with nonzero mass, i.e. $\langle w, 1 \rangle \neq 0$. The modified signed measure $w' = w - \langle w, 1 \rangle \mu$

- has zero mass, i.e. $\langle w', 1 \rangle = 0$,
- has the same image as $w$ under the linear tangent map $F_k(\mu)$, i.e.

$$F_k(\mu)w' = F_k(\mu)w.$$

**Remark 2.3** By construction, the linear tangent prediction step conserves the total mass, whereas the linear tangent correction step automatically returns a signed measure with zero mass, i.e. for any positive measure $\mu$ on $\mathbb{R}^m$, and any signed measure $w$ on $\mathbb{R}^m$

$$\langle (\Omega_k^n)' w, 1 \rangle + \langle (\partial \Omega_k^n)' \mu, 1 \rangle$$

$$= \langle w, \Omega_k^n 1 \rangle + \langle \mu, [\partial \Omega_k^n]' 1 \rangle = \langle w, 1 \rangle,$$

and

$$\langle F_k(\mu)w, 1 \rangle = 0,$$

respectively.

### 3 Stochastic representation result

The next result provides a stochastic representation for the derivative $\partial Q_k^n$ of the transition probability kernel $Q_k^n$ w.r.t. the parameter $\theta$.

**Assumption A** : For any $x \in \mathbb{R}^m$, the $m \times r$ matrix $\sigma(x)$ has full-rank $r$, and the $r \times r$ symmetric matrix $\sigma^*(x)\sigma(x)$ is uniformly definite positive.

**Assumption B** : For any $x \in \mathbb{R}^m$, the $m$-dimensional vector $\partial b_\theta(x)$ belongs to the range of the $m \times r$ matrix $\sigma(x)$, i.e. $\partial b_\theta(x) = \sigma(x)c_\theta(x)$ for some $r$-dimensional vector $c_\theta(x)$.

**Remark 3.1** Under Assumption A, the $r$-dimensional vector $c_\theta(x)$ such that $\partial b_\theta(x) = \sigma(x)c_\theta(x)$ holds is unique, and

$$c_\theta(x) = [\sigma^*(x)\sigma(x)]^{-1} \sigma^*(x)[\partial b_\theta(x)]$$

$$= \sigma^*(x)a^\circ(x) [\partial b_\theta(x)]$$

where

$$a^\circ(x) = \sigma(x)[\sigma^*(x)\sigma(x)]^{-1} \sigma^*(x)$$

is the pseudoinverse of $a(x) = \sigma(x)\sigma^*(x)$. In addition

$$|c_\theta(x)|^2 = [\partial b_\theta(x)]^*a^\circ(x)[\partial b_\theta(x)].$$

**Theorem 3.2** Under Assumptions A and B, the following representation holds

$$[\partial \Omega_k^n] \phi(x) = \mathbb{E}^\theta[\phi(X_{t_k}) S_k | X_{t_{k-1}} = x], \quad (6)$$

for any test function $\phi$ defined on $\mathbb{R}^m$, where

$$S_k^\theta = \int_{t_{k-1}}^{t_k} [c_\theta(X_i)]^* dW_i$$

$$= \int_{t_{k-1}}^{t_k} [\partial b_\theta(X_i)]^* a^\circ(X_i) \sigma(X_i) dW_i.$$

A similar representation result has been obtained in Campillo and Le Gland [3, Section 3.1], under the stronger assumption that the diffusion matrix $a = \sigma \sigma^*$ is invertible. The proof of Theorem 3.2 can be found in Cérou, Le Gland and Newton [5] : it uses the reference probability approach, and a result stated in Liptser and Shiryaev [11, Section 7.6.4], and follows the same lines as the proof of Proposition 3.1 in Fourmié et al. [8], where the stronger assumption on the invertibility of the diffusion matrix $a = \sigma \sigma^*$ is made. As a consequence of Theorem 3.2, the following result is obtained.

**Proposition 3.3** For any $k \geq 0$, the signed measures $w_{t_{k-1}}^\theta$ and $w_k^\theta$ are absolutely continuous w.r.t. the probability distributions $\mu_{t_{k-1}}^\theta$ and $\mu_k^\theta$ respectively.

Combining the representations (3) and (6) yields the following representation for the linear tangent prediction step : for any probability distribution $\mu$ on $\mathbb{R}^m$, any signed measure $w$ on $\mathbb{R}^m$, absolutely continuous w.r.t. $\mu$, and any test function $\phi$ defined on $\mathbb{R}^m$

$$\langle Q_k^n w, \phi \rangle + \langle [\partial Q_k^n]' \mu, \phi \rangle$$

$$= \langle w, Q_k^n \phi \rangle + \langle \mu, [\partial Q_k^n]' \phi \rangle$$

$$= \int_{\mathbb{R}^m} \mathbb{E}^\theta[\phi(X_{t_k}) | X_{t_{k-1}} = x] \frac{dw}{d\mu}(x) \mu(dx) \quad (7)$$

$$+ \int_{\mathbb{R}^m} \mathbb{E}^\theta[\phi(X_{t_k}) S_k^\theta | X_{t_{k-1}} = x] \mu(dx).$$
4 Particle filter implementation of the log-likelihood function

The log-likelihood function for the estimation of the parameter $\theta$ on the basis of observations $(z_0, \ldots, z_n)$ is given by

$$
\ell(\theta) = \sum_{k=0}^{n} \log \int_{\mathbb{R}^m} g_k(x, z_k) \mathbb{P}[X_{k+1} \in dx \mid Z_{k-1}] \\
= \sum_{k=0}^{n} \log \int_{\mathbb{R}^m} \Psi_k(x) \mu_{4k-1}^\theta(dx) \\
= \sum_{k=0}^{n} \log \langle \mu_{4k-1}^\theta, \Psi_k \rangle .
$$

A question that naturally arises is whether the optimal filtering equations have any practical use here: since the Bayes rule is rather straightforward, the question reduces to find an efficient approximation scheme for the prediction step. For this purpose, a new class of approximate nonlinear filters has been recently proposed, under the name of particle filters, where the idea is to generate a sample $\{\xi_k^i, i \in I\}$ of i.i.d. random variables, called a particle system, with common probability distribution $[Q_k^i] \mu_{4k-1}^\theta$, where $\mu_{4k-1}^\theta$ is an approximation of $\mu_{4k-1}^\theta$, and to use the corresponding empirical probability distribution

$$
\tilde{\mu}_{4k-1}^\theta = \frac{1}{|I|} \sum_{i \in I} \delta_{\xi_k^i} 
$$

as an approximation of $\mu_{4k-1}^\theta = [Q_k^i] \mu_{4k-1}^\theta$. The method is very easy to implement, even in high dimensional problems, since it is sufficient in principle to simulate independent sample paths of the hidden dynamical system. A major and earliest contribution in this field was made by Gordon, Salmond and Smith [9], which proposed to use sampling / importance resampling (SIR) techniques in the correction step: the positive effect of the resampling step is to automatically concentrate particles in regions of interest of the state space. A very complete account of the currently available mathematical results can be found in the survey paper by Del Moral and Miclo [6]. Theoretical and practical aspects can be found in the volume edited by Doucet, de Freitas and Gordon [7].

Algorithm: The particle approximation $\tilde{\mu}_{4k-1}^\theta$ to the optimal filter $\mu_{4k-1}^\theta$ is completely characterized by the particle system $\{\xi_k^i, i \in I\}$. The transition from the particle system $\{\xi_k^i, i \in I\}$ to the particle system $\{\xi_{k+1}^i, i \in I\}$ is described by the following three steps:

(i) Correction: for all $i \in I$, compute the weight

$$
\omega_k^i = \frac{\Psi_k(\xi_k^i)}{\sum_{j \in I} \Psi_k(\xi_{k-1}^j)} .
$$

Then set

$$
\tilde{\mu}_{4k-1}^\theta = \Psi_k \cdot \tilde{\mu}_{4k-1}^\theta = \sum_{i \in I} \omega_k^i \delta_{\xi_k^i} .
$$

(ii) Resampling: independently for all $i \in I$, generate a random variable $\xi_k^i$ with discrete probability distribution $\tilde{\mu}_{4k-1}^\theta$. A practical way to achieve this, is to generate i.i.d. random variables $\{\tau(i), i \in I\}$ with values in $I$ and with common probability distribution $\{\omega_k^i, i \in I\}$, and to set

$$
\xi_k^i = \tau(i) ,
$$

for all $i \in I$.

(iii) Prediction: independently for all $i \in I$, generate a random variable $\xi_k^i$ as the value taken at time $t_{k+1}$ by the solution of the SDE

$$
\frac{dX_k^i}{dt} = \theta(X_k^i) dt + \sigma(X_k^i) dW_k^i ,
$$

with $X_k^i = \xi_k^i$. Then set

$$
\tilde{\mu}_{4k+1|k}^\theta = \frac{1}{|I|} \sum_{i \in I} \delta_{\xi_{k+1}^i} .
$$

As a result, the particle filter approximation of the log-likelihood function is given by

$$
\ell(\theta) \approx \sum_{k=0}^{n} \log \langle \tilde{\mu}_{4k-1}^\theta, \Psi_k \rangle \\
= \sum_{k=0}^{n} \log \left[ \frac{1}{|I|} \sum_{i \in I} \Psi_k(\xi_k^i) \right] .
$$

5 Particle filter implementation of the score function

By definition, the score function is the derivative of the log-likelihood function w.r.t. the parameter $\theta$, i.e.

$$
\partial \ell(\theta) = \sum_{k=0}^{n} \frac{\langle w_{4k-1}^\theta, \Psi_k \rangle}{\langle \tilde{\mu}_{4k-1}^\theta, \Psi_k \rangle} .
$$

Because the signed measures $w_{4k-1}^\theta$ and $\tilde{\mu}_{4k-1}^\theta$ are absolutely continuous w.r.t. the probability distributions $\mu_{4k-1}^\theta$ and $\mu_{4k-1}^\theta$ respectively, see Proposition 3.3, it is natural to approximate $w_{4k-1}^\theta$ and $\tilde{\mu}_{4k-1}^\theta$ by weighted empirical probability distributions associated with the same
particle system \( \{ \xi_i^{k_{i,k-1}}, i \in I \} \) already used for the particle approximations of \( \mu_{k|k-1}^i \) and \( \mu_k^i \). To be more specific, since

\[
\tilde{\mu}_{k|k-1}^i \equiv \frac{1}{|I|} \sum_{i \in I} \delta_{\xi_i^{k_{i,k-1}}} ,
\]

then it is natural to set

\[
\bar{\omega}_{k|k-1}^i \equiv \frac{1}{|I|} \sum_{i \in I} \rho_{k|k-1}^i \delta_{\xi_i^{k_{i,k-1}}} ,
\]

so that the particle approximation \( \bar{\omega}_{k|k-1}^i \) is absolutely continuous w.r.t. the particle approximation \( \tilde{\mu}_{k|k-1}^i \). Since the signed measure \( \omega_{k|k-1}^i \) has zero mass, it is natural to ask that the particle approximation \( \bar{\omega}_{k|k-1}^i \) has zero mass as well, which is obtained by requiring

\[
\sum_{i \in I} \rho_{k|k-1}^i = 0 .
\]

Algorithm: The particle approximations \( \tilde{\mu}_{k|k-1}^i \) and \( \bar{\omega}_{k|k-1}^i \) to the optimal filter \( \mu_{k|k-1}^i \) and its derivative \( \omega_{k|k-1}^i \) w.r.t. the parameter \( \theta \) are completely characterized by the particle and weight system \( \{ \xi_i^{k_{i,k-1}}, \rho_{k|k-1}^i, i \in I \} \). The transition from the particle and weight system \( \{ \xi_i^{k_{i,k-1}}, \rho_{k|k-1}^i, i \in I \} \) to the particle and weight system \( \{ \xi_i^{k_{i,k-1}}, \rho_{k|k+1|k}^i, i \in I \} \) is described by the following three steps:

(i) Correction: for all \( i \in I \), compute the weights

\[
\omega_k^i = \frac{\Psi_k(\xi_i^{k_{i,k-1}})}{\sum_{j \in I} \Psi_k(\xi_j^{k_{j,k-1}})} .
\]

Then set

\[
\tilde{\mu}_k^i = \Psi_k \cdot \tilde{\mu}_{k|k-1}^i = \sum_{i \in I} \omega_k^i \delta_{\xi_i^{k_{i,k-1}}} ,
\]

and

\[
\bar{\omega}_k^i = F_k(\tilde{\mu}_{k|k-1}^i) \bar{\omega}_{k|k-1}^i
\]

\[
= \sum_{i \in I} \left[ \rho_{k|k-1}^i - \sum_{j \in I} \rho_{k|k-1}^j \omega_k^j \right] \omega_k^i \delta_{\xi_i^{k_{i,k-1}}} .
\]

(ii) Resampling: independently for all \( i \in I \), generate a random variable \( \xi_k^{i} \) with discrete probability distribution \( \tilde{\mu}_k^i \). A practical way to achieve this is to generate i.i.d. random variables \( \{ \tau(i), i \in I \} \) with values in \( I \) and with common probability distribution \( \{ \omega_k^i, i \in I \} \), and to set

\[
\xi_i^{i} = \xi_k^{\tau(i)} ,
\]

\[
\rho_{k|k-1}^i = \rho_{k|k-1}^{\tau(i)} - \frac{1}{|I|} \sum_{j \in I} \rho_{k|k-1}^{j} ,
\]

for all \( i \in I \).

(iii) Prediction: independently for all \( i \in I \), generate a random variable \( (\xi_{k+1|k}^i, \Xi_{k+1|k}^i) \) as the value taken at time \( t_{k+1} \) by the solution of the coupled SDE's

\[
dX_i^k = b_i(X_i^k) dt + \sigma_i(X_i^k) dW_i^k ,
\]

\[
dS_i^k = \left[ \partial \theta b_i(X_i^k) \right]^* a_i^0(X_i^k) \sigma_i(X_i^k) dW_i^k ,
\]

with \( X_{k+1}^i = \xi_k^i \) and \( S_{k+1}^i = 0 \). Then set

\[
\tilde{\mu}_{k+1|k}^i = \frac{1}{|I|} \sum_{i \in I} \delta_{\xi_k^i} ,
\]

\[
\bar{\omega}_{k+1|k}^i = \frac{1}{|I|} \sum_{i \in I} \rho_{k+1|k}^i \delta_{\xi_k^i} ,
\]

where

\[
\rho_{k+1|k}^i = \rho_k^i + \Xi_{k+1|k}^i ,
\]

for all \( i \in I \).

Remark 5.1 If the approximations \( \tilde{\mu}_k^i \) and \( \bar{\omega}_k^i \) are used in (7), then

\[
\langle [\Omega_{k+1}]^* \bar{\omega}_k^i, \phi \rangle + \langle [\partial \Omega_{k+1}]^* \tilde{\mu}_k^i, \phi \rangle
\]

\[
= \sum_{i \in I} E^i \left[ \phi(X_{k+1}^i) \mid X_k = \xi_k^i \right]
\]

\[
[\rho_{k|k-1}^i - \sum_{j \in I} \rho_{k|k-1}^j \omega_k^j] \omega_k^i
\]

\[
+ \sum_{i \in I} E^i \left[ \phi(X_{k+1}^i) S_k^i \mid X_k = \xi_k^i \right] \omega_k^i ,
\]

for any test function \( \phi \) defined on \( \mathbb{R}^m \), which explains the steps (ii) and (iii).

Remark 5.2 In practice, it may happen that

\[
\langle \bar{\omega}_{k_{i,k-1}}^i, 1 \rangle = \frac{1}{|I|} \sum_{i \in I} \rho_{k|k-1}^i - \frac{1}{|I|} \sum_{i \in I} \Xi_{k|k-1}^i
\]

\[
= \frac{1}{|I|} \sum_{i \in I} \Xi_{k|k-1}^i \neq 0 .
\]

However, thanks to Lemma 2.2, it is harmless to use the following modified definition

\[
\rho_{k|k-1}^i = \rho_{k|k-1}^i + \left[ \Xi_{k|k-1}^i - \frac{1}{|I|} \sum_{j \in I} \Xi_{k|k-1}^j \right] ,
\]

for all \( i \in I \).
As a result, the particle filter approximation of the score function is given by

\[
\partial \ell(\theta) \approx \sum_{k=0}^{n} \frac{\langle \delta \hat{P}_{k|k-1}, \Psi_k \rangle}{\hat{P}_{k|k-1}} = \sum_{k=0}^{n} \sum_{i \in I} \rho_{i,k-1}^j \Psi_k(\xi_{i,k-1}^j) = \sum_{k=0}^{n} \left[ \sum_{i \in I} \rho_{i,k-1}^j \omega_k^j \right].
\]

### 6 Conclusion

An efficient algorithm has been proposed to compute the log-likelihood function and the score function in the parametric model defined by (1) and (2), under the assumption that the drift coefficient depends on the parameter only in directions that are affected by nondegenerate noise. The algorithm for the score function is especially attractive in the sense that only one \(m\)-dimensional particle system is propagated, and one scalar set of weights is propagated for each of the \(p\) components of the score function. In particular, the algorithm avoids the use of the gradient system associated with equation (1), where an additional \(m\)-dimensional SDE, coupled with equation (1), would be considered for each of the \(p\) components of the parameter.

A direction of future research is the solution of the residual evaluation problem, using the local asymptotic approach, i.e. the characterization of the asymptotic behaviour of the residual under the null (nominal) hypothesis and under a contiguous alternative hypothesis, in the small noise asymptotics.
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