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Abstract

In this paper, the problem of detecting a change in the transition probability matrix of a hidden Markov chain is addressed, using the local asymptotic approach. The score function, evaluated at the nominal value, is used as the residual, and is expressed as an additive functional of the extended Markov chain consisting of the hidden state, the observation, the prediction filter and its gradient w.r.t. the parameter. The problem of residual evaluation is solved using available limit theorems on the extended Markov chain, which allow to replace the original detection problem by the simpler problem of detecting a change in the mean of a Gaussian r.v.
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1 Introduction

The purpose of this paper is to design statistical tests to decide whether $\theta = \alpha$, corresponding to a nominal behaviour of the system, or $\theta \neq \alpha$, on the basis of observations $(Y_0, \ldots, Y_n)$, in the following parametric model.

- Under $\mathbb{P}^\theta$, the hidden state sequence $\{X_n, n \geq 0\}$ is a Markov chain with values in the finite set $S = \{1, \ldots, N\}$, with primitive transition probability matrix $Q_\theta = (q_{ij}^\theta)$, i.e. for any $i, j \in S$
  \[ q_{ij}^\theta = \mathbb{P}^\theta[X_{n+1} = j \mid X_n = i] \]
  and initial probability distribution $p_0 = (p_0^i)$ independent of $\theta$, i.e. for any $i \in S$
  \[ p_0^i = \mathbb{P}^\theta[X_0 = i] \]

The $d$-dimensional observations $\{Y_n, n \geq 0\}$ are mutually independent given the sequence of states of the Markov chain, i.e.
\[ \mathbb{P}^\theta[Y_n \in dy_n, \cdots Y_0 \in dy_0 \mid X_n = i_n, \cdots X_0 = i_0] = \prod_{k=0}^{n} \mathbb{P}^\theta[Y_k \in dy_k \mid X_k = i_k] . \]

For any $n \geq 0$, and for any $i \in S$, the conditional probability distribution of the observation $Y_n$ given that $(X_n = i)$, is absolutely continuous w.r.t. a positive and $\sigma$–finite measure $\lambda$ on $\mathbb{R}^d$, i.e.
\[ \mathbb{P}^\theta[Y_n \in dy \mid X_n = i] = b^i(y) \lambda(dy) , \]
with a $\lambda$–a.e. positive density independent of $\theta$.
For any $y \in \mathbb{R}^d$, let
\[ b(y) = (b^i(y)) \] and \[ B(y) = \text{diag}(b^i(y)) . \]

Throughout the paper, the true value of the parameter is denoted by $\alpha$, and the following assumptions hold.

Assumption A: For the true value $\alpha$, the transition probability matrix $Q_\alpha = (q_{ij}^\alpha)$ is positive.

Assumption B: The mapping $\theta \mapsto Q_\theta$ is two-times differentiable, with bounded first and second derivatives, and Lipschitz continuous second derivative.

2 Prediction filters, log–likelihood function, and their derivatives

For any $n \geq 1$, and any value $\theta$ of the parameter, let $p_n^i = (p_n^i)$ denote the prediction filter, i.e. the conditional probability distribution under $\mathbb{P}^\theta$ of the state $X_n$ given observations $(Y_0, \cdots, Y_{n-1})$ : for any $i \in S$
\[ p_n^i = \mathbb{P}^\theta[X_n = i \mid Y_0, \cdots, Y_{n-1}] . \]
The random sequence \( \{ p_n^\theta, n \geq 0 \} \) takes values in the set \( \mathcal{P} = \mathcal{P}(S) \) of probability distributions over the finite set \( S \), and satisfies the forward Baum equation

\[
p_{n+1}^\theta = \frac{Q_n^\ast B(Y_n) p_n^\theta}{b(Y_n) p_n^\theta} \triangleq Q_n^\ast f[Y_n, p_n^\theta],
\]

for all \( n \geq 0 \), where for any \( y \in \mathbb{R}^d \), and any \( p \in \mathcal{P} \)

\[
f[y, p] = \frac{B(y) p}{b(y) p}.
\]

Here and throughout the paper, the notation \( * \) denotes the transpose of a matrix. Differentiating (1) w.r.t. the \( i \)-th component of the \( p \)-dimensional parameter \( \theta \) yields

\[
\partial_i p_{n+1}^\theta = Q_n^\ast F[Y_n, p_n^\theta] \partial_i p_n^\theta + \partial_i Q_n^\ast f[Y_n, p_n^\theta],
\]

where for any \( y \in \mathbb{R}^d \), and any \( p \in \mathcal{P} \)

\[
F[y, p] = [I - \frac{B(y) p e^*}{b(y) p}] \frac{B(y)}{b(y) p},
\]

is the Jacobian matrix at point \( p \in \mathcal{P} \) of the mapping \( p \mapsto f[y, p] \). The sequence \( \partial p_n^\theta = (\partial_i p_n^\theta) \) belongs to \( \Sigma^p \), where

\[
\Sigma = \{ w \in \mathbb{R}^N : e^* w = 0 \}
\]

is the linear tangent space to \( \mathcal{P} \), and \( e = (1, \ldots, 1)^* \). Differentiating further (2) w.r.t. the \( j \)-th component of the \( p \)-dimensional parameter \( \theta \) yields

\[
\partial^2_{i,j} p_{n+1}^\theta = Q_n^\ast F_i[Y_n, p_n^\theta] \partial^2_{i,j} p_n^\theta
\]

\[
- Q_n^\ast F_i[Y_n, p_n^\theta] [\partial_j p_n^\theta b^*(Y_n) \partial_i p_n^\theta / b(Y_n) p_n^\theta]
\]

\[
+ \partial_i p_n^\theta b^*(Y_n) \partial_j p_n^\theta / b(Y_n) p_n^\theta - \partial_i Q_n^\ast F_i[Y_n, p_n^\theta] \partial_j p_n^\theta
\]

\[
+ \partial_j Q_n^\ast F_i[Y_n, p_n^\theta] \partial_i p_n^\theta
\]

\[
+ \partial^2_{i,j} Q_n^\ast f_i[Y_n, p_n^\theta].
\]

Following Arapostathis and Marcus [1], define \( Z_n^\theta = (X_n, Y_n, p_n^\theta, \partial p_n^\theta) \) for any \( n \geq 0 \), and any value \( \theta \) of the parameter. Using techniques of Benveniste, Métivier and Priouret [4], the following result has been proved in LeGland and Mevel [7, 8].

Geometric ergodicity: for any values \( \theta \) and \( \theta' \) of the parameter, the extended Markov chain \( \{ Z_n^\theta, n \geq 0 \} \) with values in \( S \times \mathbb{R}^d \times \mathcal{P} \times \Sigma^p \), is geometrically ergodic under \( \mu_{\theta'}^\theta \). For simplicity, the marginals of the invariant measure \( \mu_{\theta'} \) are also denoted by \( \mu_{\theta'}^\theta \).

The log-likelihood function (suitably normalized) for the estimation of the parameter \( \theta \) based on observations \( (Y_0, \ldots, Y_n) \) can be expressed as an additive functional of the extended Markov chain \( \{ Z_n^\theta, n \geq 0 \} \) as follows

\[
\ell_n(\theta) = \frac{1}{n} \sum_{k=0}^{n} \log \left( b^*(Y_k) p_k^\theta \right).
\]

Similarly, the score function, i.e. the derivative of the log-likelihood function w.r.t. the parameter \( \theta \), can also be expressed as an additive functional of the extended Markov chain \( \{ Z_n^\theta, n \geq 0 \} \) as follows

\[
\partial_\theta \ell_n(\theta) = \frac{1}{n} \sum_{k=0}^{n} \frac{b^*(Y_k) \partial_\theta p_k^\theta}{b(Y_k) p_k^\theta}.
\]

Finally, the Hessian of the log-likelihood function is defined by

\[
\partial^2_{\theta, \theta} \ell_n(\theta) = \frac{1}{n} \sum_{k=0}^{n} \left[ \frac{b^*(Y_k) \partial^2_{\theta, \theta} p_k^\theta}{b(Y_k) p_k^\theta} - \frac{b^*(Y_k) \partial_\theta p_k^\theta \partial_\theta p_k^\theta}{b(Y_k) p_k^\theta} \right].
\]

The following results have been proved in Mevel [9], see also LeGland and Mevel [6].

(i) Kullback–Leibler information: for any values \( \theta \) and \( \theta' \) of the parameter

\[
\ell_n(\theta) - \ell_n(\theta') \rightarrow -K_{\theta'}(\theta), \quad \mathbb{P}^\theta-\text{a.s.}
\]

where the following expression holds

\[
K_{\theta'}(\theta) = \int \log \left( b^*(y) p \right) \mu_{\theta'}^\theta(dy, dp)
\]

\[
- \int \log \left( b^*(y) p \right) \mu_{\theta}(dy, dp) \geq 0.
\]

(ii) Fisher information matrix:

\[
\partial^2 \ell_n(\theta) \rightarrow -I(\theta), \quad \mathbb{P}^\theta-\text{a.s.}
\]

where the matrix \( I(\theta) = (I_{i,j}(\alpha)) \) is defined by

\[
I_{i,j}(\alpha) = \int \frac{b^*(y) w_i}{b(y) p} \frac{b^*(y) w_j}{b(y) p} \mu_{\theta}^\alpha(dy, dp, dw, dw') d\chi.
\]

(iii) Asymptotic normality of the score:

\[
\sqrt{n} \partial \ell_n(\alpha) \rightarrow \chi, \quad \text{under } \mathbb{P}^\alpha,
\]

where \( \chi \) is a \( p \)-dimensional Gaussian r.v. with zero mean and covariance matrix \( I(\alpha) \).

(iv) Local Lipschitz continuity of the Hessian:

\[
\mathbb{E}^\alpha \left[ \sup_{\theta : \| \theta - \alpha \| < r} \| \partial^2 \ell_n(\theta) - \partial^2 \ell_n(\alpha) \| \right] \leq C r.
\]
3 Nonlocal test

To decide whether $\theta = \alpha$ or $\theta \neq \alpha$, the first (nonlocal) approach is to design a test to decide, on the basis of observations $(Y_0, \cdots, Y_n)$, between the two hypotheses

$$H_0 : \quad \theta = \alpha,$$
$$H_1 : \quad \theta \in \Theta_{null},$$
where $\alpha \notin \Theta_{null}$.

This can be achieved by the following generalized likelihood ratio test, see van Trees [10, Section 2.5]

$$\sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) \geq c,$$
i.e. the following condition

$$\sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) > c,$$
is used to reject the null hypothesis, and $c$ is a threshold to be selected. The asymptotic behaviour of the test statistics under the null and alternative hypotheses can be obtained, hence the problem of threshold selection can be solved, but this method requires to compute the log-likelihood function for all possible values of the parameter in $\Theta_{null}$. Indeed, a uniform version of the law of large numbers (ii) yields

$$\sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) \longrightarrow - \inf_{\theta \in \Theta_{null}} K_\alpha(\theta),$$
in $P^\alpha$-probability, and

$$\sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) \longrightarrow - \inf_{\theta \in \Theta_{null}} K_\theta(\theta) + K_\theta(\alpha),$$
in $P^\theta$-probability, hence the probability of false alarm

$$F = P^\alpha[ \sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) > c ] \longrightarrow 0,$$
provided the threshold $c$ satisfies

$$\inf_{\theta \in \Theta_{null}} K_\alpha(\theta) > -c,$$
and the probability of nodetection

$$N = \sup_{\theta \in \Theta_{null}} P^\theta[ \sup_{\theta \in \Theta_{null}} \ell_n(\theta) - \ell_n(\alpha) < c ] \longrightarrow 0,$$
provided the threshold $c$ satisfies

$$\sup_{\theta \in \Theta_{null}} [ \inf_{\theta \in \Theta_{null}} K_\theta(\theta) - K_\theta(\alpha) ] < -c.$$

As a result, the probability of false alarm and the probability of nodetection can go simultaneously to zero, provided the following detectability condition

$$\sup_{\theta \in \Theta_{null}} [ \inf_{\theta \in \Theta_{null}} K_\theta(\theta) - K_\theta(\alpha) ] < \inf_{\theta \in \Theta_{null}} K_\alpha(\theta),$$
holds.

4 Local test

Following Benveniste, Basseville and Moustakides [3], see also Zhang, Basseville and Benveniste [11] and Basseville [2], the second (local) approach is to design a test to decide, on the basis of observations $(Y_0, \cdots, Y_n)$, between the two hypotheses

$$H_0 : \quad \theta = \alpha,$$
$$H_1 : \quad \theta = \alpha + \Delta / \sqrt{n},$$
for some $\Delta \neq 0$.

This can be achieved by the following procedure.

- The first step, called residual generation, is to propose a statistics, called the residual, which depends only the observations and on the nominal value $\alpha$, and which ideally should be close to zero under the null hypothesis, and significantly different from zero under the alternative hypothesis.

- The second step, called residual evaluation, is to study the asymptotic behaviour of the residual under the null hypothesis and under a contiguous alternative hypothesis, and to design a simple test based on the residual.

Introducing the score function evaluated at the nominal value $\alpha$,

$$\zeta_n = \sqrt{n} \partial \ell_n(\alpha),$$
as the residual, the central limit theorem (iii) yields immediately that

$$\zeta_n \Rightarrow \chi, \quad \text{under } P^\alpha,$$
where $\chi$ is a $p$-dimensional Gaussian r.v. with zero mean and covariance matrix $I(\alpha)$. To study the asymptotic behaviour of the residual $\zeta_n$ under the contiguous probability measure $P^{\alpha + \Delta / \sqrt{n}}$, we introduce the log-likelihood ratio

$$\lambda_n(\alpha, \Delta) = \log \frac{dP^{\alpha + \Delta / \sqrt{n}}}{dP^{\alpha}}$$

$$= n \left[ \ell_n(\alpha + \Delta / \sqrt{n}) - \ell_n(\alpha) \right],$$
where for any value $\theta$ of the parameter, $P^\theta$ denotes the marginal on the set of observations $(Y_0, \cdots, Y_n)$ of the probability measure $P^\theta$. The key result is the following local asymptotic normality (LAN) property, which has been obtained by Bickel and Ritov [5] in the stationary case, and using different techniques.

Theorem 4.1 The family $\{P^{\alpha + \Delta / \sqrt{n}}, n \geq 0\}$ of probability measures is locally asymptotically normal, and moreover

$$(\zeta_n, \lambda_n(\alpha, \Delta)) \Rightarrow (\chi, \Delta^* \chi - \frac{1}{2} \Delta^* I(\alpha) \Delta),$$
under $\mathbb{P}^n$, where $\chi$ is a $p$-dimensional Gaussian r.v. with zero mean and covariance matrix $I(\alpha)$.

**Proof:** Using a Taylor expansion yields
\[
\lambda_n(\alpha, \Delta) = \sqrt{n} \Delta^* \partial \ell_n(\alpha) + \frac{1}{2} \Delta^* \partial^2 \ell_n(\alpha) \Delta
\]
\[-\left. + \Delta^* \int_0^1 \left[ \partial^2 \ell_n(\alpha + u \Delta / \sqrt{n}) - \partial^2 \ell_n(\alpha) \right](1 - u) du \Delta .
\]
Combining the law of large numbers (ii), the central limit theorem (iii), and the Lipschitz property (iv) yields
\[
(\zeta_n, \lambda_n(\alpha, \Delta)) \Rightarrow (\chi, \Delta^* \chi - \frac{1}{2} \Delta^* I(\alpha) \Delta),
\]
under $\mathbb{P}^n$, where $\chi$ is a $p$-dimensional Gaussian r.v. with zero mean and covariance matrix $I(\alpha)$.

**Proposition 4.2**
\[
\zeta_n \Rightarrow I(\alpha) \Delta + \chi, \quad \text{under } \mathbb{P}^{n+\Delta/\sqrt{n}},
\]
where $\chi$ is a $p$-dimensional Gaussian r.v. with zero mean and covariance matrix $I(\alpha)$.

**Proof:** Let $F_{\mu, R}$ denote the Gaussian probability distribution on $\mathbb{R}^p$, with mean $\mu$ and covariance matrix $R$, and notice that $F_{R, \mu, R}$ is absolutely continuous w.r.t. $F_{0, R}$, with density
\[
\frac{dF_{R, \mu, R}(x)}{dF_{0, R}(x)} = \exp\{\mu^* x - \frac{1}{2} \mu^* R \mu\}.
\]
Therefore, the LAN property proved in Theorem 4.1 yields
\[
\mathbb{E}^{n+\Delta/\sqrt{n}}[\phi(\zeta_n)]
\]
\[= \mathbb{E}^n[\phi(\zeta_n) \exp\{\lambda_n(\alpha, \Delta)\}]
\rightarrow \int \phi(x) \exp\{\Delta^* x - \frac{1}{2} \Delta^* I(\alpha) \Delta\} F_0(I(\alpha))(dx)
\rightarrow \int \phi(x) F_0(I(\alpha))(dx),
\]
for any test function $\phi$ defined on $\mathbb{R}^n$.

The original problem of designing a test to detect a change in the transition probability matrix of a HMM is now replaced by the simpler problem of designing a test to detect a change in the mean of a Gaussian r.v.

\[
H_0 : \quad \zeta_n \sim \mathcal{N}(0, I(\alpha)),
\]
\[
H_1 : \quad \zeta_n \sim \mathcal{N}(I(\alpha) \Delta, I(\alpha)), \text{ for some } \Delta \neq 0.
\]
This can be achieved by the following generalized likelihood ratio test
\[
sup_{\Delta \neq 0} \left[ \Delta^* \zeta_n - \frac{1}{2} \Delta^* I(\alpha) \Delta \right] \geq c ,
\]
i.e. the following condition
\[
sup_{\Delta \neq 0} \left[ \Delta^* \zeta_n - \frac{1}{2} \Delta^* I(\alpha) \Delta \right] > c ,
\]
is used to reject the null hypothesis, and $c$ is a threshold to be selected. If the Fisher information matrix $I(\alpha)$ is invertible, this reduces to
\[
\frac{1}{2} \zeta_n^* I^{-1}(\alpha) \zeta_n > c .
\]

An additional advantage of the local test is that both the residual and the Fisher information matrix are evaluated, or estimated, for the nominal value $\alpha$ only. In particular, the exact value $I(\alpha)$ of the Fisher information matrix can be replaced by the approximation $I_n(\alpha) = (I_n^{i,j}(\alpha))$ defined by
\[
I_n^{i,j}(\alpha) = \frac{1}{n} \sum_{k=0}^{n} b^*(Y_k) \partial_i p_k^0 \frac{b^*(Y_k) \partial_j p_k^0}{b^*(Y_k) p_k^0} ,
\]
for observations $(Y_0, \cdots, Y_n)$ collected under the nominal model. Indeed, it is straightforward to show that
\[
I_n(\alpha) \rightarrow I(\alpha), \quad \text{\p-a.s.}
\]

**5 Conclusion**

Two statistical tests have been presented for detecting a change in the transition probability matrix of a hidden Markov chain.

- The *nonlocal* test is very difficult to use in practice, because there is no analytical expression for the supremum of the log-likelihood function over the set $\Theta_{null}$ of possible values taken by the parameter in the alternative hypothesis.

- In opposition, the *local* test is much simpler to use, since the computations are done for a single value of the parameter, i.e. the nominal value $\alpha$. In addition, many observations are usually available under the nominal model, which makes it possible to estimate the Fisher information matrix $I(\alpha)$.
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