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A Redundancy-Based Iterative Approach
for Avoiding Joint Limits:
Application to Visual Servoing

Frangois Chaumette and Eric Marchand

Abstract—We propose in this paper new redundancy-based so- sary to minimize the specified cost function as far as possible.
lutions to avoid robot joint limits of a manipulator. We use a con- - The main advantage of this method wrt. [2], [3] is that, thanks
trol scheme based on the task function approach. We first recall 1 e choice of adequate projection operator, the joint limits
the classical gradient projection approach and we then present a id h ffect on th int k i .
far more efficient method that relies on the iterative computation avoldance process has € ec_ on the main _as : av_0| a”Fe IS
of motion that does not affect the task achievement and ensures Performed under the constraint that the main task is realized.
the avoidance problem. We apply this new method in a visual ser-  In this paper, we first recall how the gradient projection ap-
voing application. We demonstrate the validity of the approach on  proach can be used to avoid joint limits [5], [6]. Unfortunately,
various real experiments as well as on the control of a virtual hu- it appears that the success of this method relies on a parameter
manoid. (the amplitude of the secondary task wrt. the main task) that

Index Terms—Gradient projection approaches, iterative ap- has to be precisely tuned in order to ensure the joint avoidance

proach, joint limits avoidance, visual servoing. process. We show that, if badly chosen, the task may fail. We
therefore propose an original and far more efficient solution to
|. INTRODUCTION the joint limits avoidance problem. It consists in generating au-

ITHIN i text. planni bot traiect .tomatically robot motions compatible with the main task by it-
a reactive context, pianning a robot trajectory I%ratively solving a system of linear equations. The advantage of

tion th ntot alwaé/s tphossmble.t I.f thel_c o_rtltrotlhlaw corqc_p l:jtets "jl‘(m_ f‘lis method is that it ensures to stop any motion that moves the
lon that exceeds the robot joint IMs, the Speciled task Wigy,qt i the neighborhood of its joint limits.

not be achieved. Control laws taking into account the region O%TO validate our approach, we apply the proposed method to

space located in the vicinity of these joint limits have thus to bfvisual servoing problem. Visual servoing [7][9] is a closed

considered. : ; : .
e loop reacting to image data. As in the general case, if the con-
In order to avoid joint limits, Chang and Dubey [2] have proy ol law computes a motion that exceeds a joint limit, visual ser-

posed a method based on a weighted least norm solution ggfng fails. This specific problem has been already considered

a redundant rol:_)o_t. This methpd_ dges not try to maximize tlﬂﬁathe literature [3], [6]. In a previous paper [6], we considered
Q|stqnce O.f the joints from th_elr '”T“ts but it dampens any M%n extension of the Gradient Projection Method. In this paper,
tion in their direction. Thus, it avoids unnecessary self—moncwe apply the proposed framework to vision-based positioning
and oscillations. Anc_Jther approach has_been used _by Nelso_n _QHE] tracking tasks.

Kho_sla [3] ar!d a_pplled tq wsual_ SEnoing. It consists Of_ M Section Il of this paper recalls the approach proposed in [6] to
mizing an Obj?Ct'Ve function Wh'ch realizes a compromise _bgiloid joint limits. In Section Il we present the original iterative
tween the main task and the avo@ance of joint limits. Du”nﬁ’\ethod. In Section IV we quickly present the visual servoing
the execution of the task, the manipulator moves away from Hamework and we give, in Section V, experimental results ob-
joint limits and singularities. However, such motions can P'Qined using both an eyé-in-hand sys,tem composed of a camera

duce important perturbations in the visual servoing since thﬁ¥ounted on the end-effector of a six d.o.f. robot, and using a
are generally not compatible with the specified task. Anmh?frtual humanoid T ’

approach, known as Gradient Projection Method (e.qg., [4], [5]
uses robot redundancy and has been widely used to solve joint

limits problems. It relies on the evaluation of a cost function

seen as a performance criterion function of the joints positiokh. AVOIDING JOINT LIMITS USING TASK FUNCTION APPROACH

The gradient of this function, projected onto the null space of In this section we present the classical gradient projection

the main task Jacobian, is used to produce the motion Necgsa o4 ch usually considered to constrain the robot motion and,
in particular, its application to the joint limits avoidance.
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where

* e; isthe main task to be achieved that indugemdepen-
dent constraints on the robot joints (withm < n).
e IS a secondary task.

J andJ{ are two projection operators which guarantee
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that the robot motion due to the secondary task is com-

patible with the constraints involved by, . More pre-
cisely,J1 = ey /dq is them x n full rank Jacobian
matrix of taske;. JI is the pseudo-inverse df; and
Ji is defined byJi = I,, — J{J,. Each column off{-

belongs toKer J;, which means that the realization of

Fig. 1. Evolution of the cost function wrt. joint position.
Qinin erl aJ{_e2 D
‘*4 ° N q
/ R

the secondary task will have no eﬁeCF on the main.ta%. 2. Influence of the gaim on the efficiency of the gradient projection
(J1Jiez =0,V ez). However, if modeling errors are in- approach: if is too smalle is inefficient.

troduced inJ; andJ, is used in the definition of the task
function,Ji- (=1 —J§J1) no more exactly belongs to
Ker Jq, which may induce perturbations en due to the

secondary task. In practice, experimental results show that
this is not an important problem. Let us finally note that, if

The cost function is thus given by (see Fig. 1)

n

e; constrains all the: degrees of freedom of the manipu-

lator (i.e.,m = n), we haveJ;- = 0. Itis thus impossible
in that case to consider any secondary task.

« is a scalar which sets the amplitude of the control law
due to the secondary task. Tuning this scalar has proved to

be a non trivial issue. We will see latter on how to consider

this problem efficiently.

To makee decrease exponentially and then behave like a first

order decoupled system, we get:

Jde
1=—-\e— — 2
q 5 (2)
where
q joint velocity given as input to the robot controller;
A proportional coefficient involved in the exponential
decrease 0é;

0 L . L
a—(: approximation obe/dt involved to minimize poten-

tial tracking errors.

B. Joint Limits Avoidance

=iy @
1g = =
T 9244Ag
=1
where
Qi — Qi 1T Qi > Qi
Si =93 Qi — qinlin7 if q; < qimin (5)
0, else.
Components oé, andde; /Jt take the form
Qi _A‘(iliimax . ifq; > &
. Heq;
L= q - q‘rnin H ~ L=
o ﬁ’ it < Qi Ot ©)
0, else.

This cost function is similar to the Tsai's manipulability mea-
sure used in [3]. It is, however, simpler since it directly sets the
f’;\ctivation thresholds with. Let us finally note that, in all cases,
ez anddez /3t are continuous, which will ensure a continuous
control law.

The parametety that sets the amplitude of the control law
due to the secondary task is very important [see (1)]. Indeed, as
pointed out in [2], ifa is too small,eo may be insufficient to
avoid a joint limit (see Fig. 2). Furthermore dfis too large, it
will result in some overshoot in the effector velocity. Therefore,

The most classical way to solve the joint limits avoidance is usually set based on trial and errors. We now propose a
problem is to define the secondary task as the gradient of a cgigiple new solution to this important problem.

functionh, (ez = (9h,/0q)™). This cost function must reach

its maximal value near the joint limits and its gradient must b@. Tuning the Influence of the Secondary Task

equal to zero when the cost function reaches its minimal val
[5]. Several cost functions, which reflect this desired behavior

have been presented in [2], [5] and [6]. We briefly recall the mogf

efficient of the cost functions proposed in [6].

Let us denotey; . andq;, . the lower and upper limits that
are not to be crossed. Activation thresholds on égi® defined
by q;.... andq,__. such that

=Qip T PAQ
=Qipax — PAG

Qimin

Qi (3

whereAq = q,,,.., — @i, aNd0< p< 1/2 (typically, p=0.1).

UeThe simplest solution to this problem is to select the most crit-
ical axis and to compute automatically the minimum value tof

op any motion onthis axis (see Fig. 3). More precisely we define
a critical axis as an axis whose joint position is between its joint
limits and its activation threshold and that moves toward its joint
limits because of the effect ef . We first determine the effect of
the primary task . This can be done by performing a prediction
step. Assuming that the robotis locatedit), if we do not con-
sider a secondary task, predicted posifigh+ 1) is given by

(1)
(8)

q(t+1) =q(t) + qAt
q(t) — M T el At.
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) ) . . Fig. 4. New algorithm: stopping several axes in critical area remains to
Fig. 3.  Tuning the influence of the secondary task: select the most critical agigtimate a gain vecter.

q: and computer such asy, = 0.

. Z?;‘l a;E,; defines motions that try to ensure that the
robot will never encounter its joints limits. Within this
term:

E is a basis ofKer J; of dimensionn x n,. In this
way, the computed motions will have no effect on the

For all axes in the critical area that moves toward the joint limit
(i.e.,g;(t+1) is nearer from its joint limits thamg;(¢)), we select
the axisk for whichqy (¢t + 1) is the closest from its joint limits.
Then we compute: in order to stop any motion on this axis (i.e.,
qrx(t + 1) — qr(t) = 0). Using (2), the constraimhq, = 0 is

: . main task.
equivalent te;; = 0 and using (1) leads to compuieas — als a vector of gains that will be automatically com-
(Ttes _puted. o o
= 9) Consider that several axes are in critical situation, we deter-
(Jie2)i mine vectora in order to stop the motion on these axes (see

The considered joint is stopped but it does not move away ﬁ’sg'_4)' From (10), for each axis in critical situation we ob-

joint limit. However, this method does not ensure that anoth n.
axis does not move toward its joint limits (see Fig. 3). We, there-

fore, propose in the Section Ill a new redundancy-based ap- qr =0 = ZaiEki =—(Jfer), . (11)
proach to cope with these problems. i=1

If p, axes are in critical situation, we can define from (11) a
linear systenFa = s whereF is of dimensiorp, x n, while s
anda are of dimensiom,. More precisely, we have

I1l. A NEW APPROACH ITERATIVE COMPUTATION OF
ADEQUATE MOTIONS

A. Requirements and Overview

As seenin Section Il, a good solution to achieve the avoidance : :
task is to cut any motion on axes that are in critical situation Eie |a=| —(J1e)
(i.e., betweerg andq and getting closeg). Considering that
qx is one of these axes, we have to compute a velagijty- 0.
In the previous paragraph, we considered such a condition but F s
the result was to compute the minimum valuenoffor all the
axes) that ensures this task. If possible, it is more interestiW@er_e/f represents each axis in critical situation. We have three
to compute such a gain on each axis. As described below, fssible cases:
proposed approach to achieve this goal relies on the resolutions whenp, > n,, we have more axes in critical situation than
of a linear system. Another drawback of the previous approach redundant axes. Of course in that case, the total efficiency
is that, because of the new computed control law, other axes of the method cannot be ensured,;
may enter in the critical area. In the new framework, this can be ¢« whenp, = n,, there is only one solution but the problem
handled by applying the same algorithm iteratively. Finally, itis ~ can be solved;
always possible to consider a secondary task that moves the axes whenp, < n,, the system features multiple solutions.
away from the critical area, as will be shown in Section llI-E. In any case, a solution is given yf = F*s. The resulting

control law is given by

B. Basic Algorithm

by,lA general task function that uses redundancy can be defined Q=—\ <Ji’e1 n Z a'SiE.i> (12)
=1
e=Jte + a; E,; 10 ) .
= ; (10) C. lterative Solution
Let us consider more deeply the last configuratipr< n,, ).
where ply guraipr< n,)

Using a§ any motion on thep,, axes in critical situation are
* na = dimKer J; =n —m. stopped. However, with the resulting control law (12), other axes
may enter in the critical area (see Fig. 5). This undesired situ-

ation can be handled. Indeed when < n,, the linear system

1f M is a matrix, we noté,; its ith column andM ;, its ith row. features multiple solutions and any generalized invers# of
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£hy s FLEy Fig. 6. Considering our algorithm and a secondary a3k, E,; stops the
a : -— _ A - motion toward the joint limits whileJ e, generates a motion toward the
1 : © R Vil noncritical area.

Fig. 5. Iterative algorithm: with the new motion generated by bethand
>~ a;.E,;, new axes may enter the critical area. The iterative version of our
algorithm allows to handle this problem.

may be used (and not only the unique pseudo-inveErsef F).
a* can in fact be chosen as

a“=aj+ > b;Fy (13)

j=1

whereFL = I, — FTF is a basis ofKer F andn;, =

dim Ker F. The new motions involved by, b, Fy; are built

in the kernel of the constraint (i.e., projected onto the null space
of F). The resulting control law has therefore still no effect on
the main task and ensures that gheaxes initially in critical
situation are stopped. Replaciaf by its value defined in (13),
we get

Fig. 7. Camera mounted on the end-effector of an Afma cartesian robot.

primarily computed from the pseudo-inverse of the matrix in-

- - volved in the linear system, their value is by definition the one

=\ |Jfe + Z al + ZbF-LJ E.|. (14) whqse norm is minimal. The obtained discontinuity is thus the
minimal possible one.

Furthermore, to decrease the effect of discontinuity, a basic
idea is to slightly modify the formulation of the linear systems
presented above. Indeed, to produce a smooth decay of the axis
velocny, we modify the linear systems (11) and (15) in order
to weight, with a coefficienty,, the participation of an axis to
the avoiding process function of its distance to the joint limit.
Between the joint limit§g and the threshold;, the velocity of
the corresponding axis should decrease and must stop when it

%

To determine the vectds, like in the previous case, we build
a linear system considering thgt = 0 for all the p, axesqy
that will enter in critical situation area according to the predic
tion (computed using (8) wheggis given by (12)). After some
rewriting, each line of the system is given by

Np MNa MNa N i
ij ZFiEM - _ <J‘1|'el + ZaEiE-i> . (15) reachesy. The linear system (11) is then replaced by
j i i=1 K
o= +
As in the previous case, there are three possible cases regarding Z a;Ey = — (J{e1) k (16)

the dimension ob. Here again, from the obtaindst and the

corresponding control layw,., new axes may enter in the Crit-Where
ical area. Therefore, the determination and resolution of linear Gt +1) —
systems is repeated iteratively (and can be repeated as long as Pmin i G, < Gr(t+ 1) < Gn
o+ Db+ Do+ < M) Qhinin — Akain ~
PatPoop ) =140, i Qi < Qe +1) < Ay
D. Continuity Issue GO = B i g <Gt +1) <
Let us note that the control law presented in Section 1lI-B is Usmax ~ D (17)

not always continuous. Indeed, as soon as the number of eqyAereq,,(¢+ 1) is still given by (8). Using this prediction in the
tions of the linear systems involved in our method changesc@mputation ofy;, (and not the current valug, (t)) is important
discontinuity in the computed gaina, (b, etc.) will occur. For tg be sure that an axis will not reach its joint limits whatever the

example, when all axes are far away from their joint limits, weg|ye ofJFe;. In the same way, (15) is now defined by
have of coursea = b = 0. If an axis becomes critical, at least

one component ch will be different from zero. The norm of
a will mainly depend on the norm af; ey, which induces a Zb ZFtEM = —v
discontinuity ina and thus inq. However, sincea andb are =1 =1

Jrelk + Z aEiE°i> (18)
k

i=1
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Fig. 8. Visual servoing experiments, servo on a point: (a) finalimage and target
trajectory, (b) error in the image — P4 versus the number of iterations. 098 |

where the predictiodj, (¢ + 1) involved in the computation of

1
~ IS now given using control law (12) with valug obtained
by solving (16).

As will be shown on the experimental results presented in

—1.020 5I0 1(;0 1;0 2(;0 250 S(I)O SFL(ﬁ)O 4;0 500
Section IV, the discontinuity obtained in practice after using (b)
these gaing is really small. Furthermore, the dynamic of thﬁ‘:ig. 9
robot will efficiently smooth the remaining discontinuities.

Gradient projection approach: behavior of axes 1 and 5.
E. Moving Away From the Joint Limits

This can be simply achieved by introducing a cost function
The presented framework provides a complete solution to €such as the one proposed in (4)) in the task function
sure that, if a solution exists, the joints in critical situation will

not encounter their limits. It could also be interesting to gen-
erate a motion that moves the joints away from their limits (see
Fig. 6).

Na

e= Ji"el + ZaiE.i + aJi‘eg.
i=1

(19)
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Fig. 10. Gradient projection approach: control law foe= 2, « = 200 and for the automatic tuning ef.

Now, tuning gainx is no more critical since itis not involved  This leads to the definition of a new interaction matrix such
to avoid joint limits. Finally, the initial linear system to be solvedhat
is still the one given by (16). However, the linear system (18) .
has to be changed. Indeed the control law obtained after the P = Hpq. (23)

computation ofaf is now ) . ) )
Since we hav&'. = J(q)q, whereJ(q) is the robot Jacobian,

. we simply obtain:
S + * . 1
q=-A <J1 e + ; ag; Ee; + aJy e2> (20) Hp = LEJ(q) (24)

If { visual features are selected, the dimensioHgfis x n. If
the visual features are independent, the rankf Hp is equal
to [, otherwisd > m. The vision-based task is then defined

np Na MNa

§ : 2 : * b
bj Ff;EM = Yk <—Ji"e1 + E aOiE.i + aJi‘e2> . y

=1  i=1 &

i=1 .
(21)

and we obtain

e; = C(P — Py) (25)

where C, called combination matrix, has to be chosen
IV." APPLICATION TO VISUAL SERVOING such thatJ; = CHp is full rank. It can be defined as
We applied the proposed method to image-based visual s6r= WH*pp_p_, whereW is a full rankm x » matrix such
voing. Let us denot@® the set of selected visual features usefatKer W = Ker Hp|p_p, (see [5], [9] for more details). If
in the visual servoing task. To ensure the convergende tf Hp is full rank m, we can seW = Hpjp_p,, thenC =1
its desired valu®4, we need to know the interaction matrix (orandJ; = Hp is a full rankm x n matrix. If rankm of Hp
image JacobiarlL defined by the classical equation [9]: i less thari, we haveJ, = WH{ p_p Hpp—p, Which is
also a full rankm x n matrix.
P LIT, 22) We can then use the framework presented in Sections I-Ill.

. V. EXPERIMENTAL RESULTS

whereP is the time variation of? due to the camera motion .
T, A. Controlling a 6 d.o.f Robot

Control laws in visual servoing are generally expressed in theAll the joint limits avoidance approaches presented in this
operational space (i.e., in the camera frame), and then compuwedtion have been implemented on an experimental testbed com-
in the articular space using the robot inverse Jacobian. Howeymrsed of a CCD camera mounted on the end effector of a six de-
in order to combine a visual servoing with the avoidance of joigirees of freedom robot (see Fig. 7). The implementation of the
limits, we have to directly express the control law in the articulaontrol law as well as the image processing has been done on a
space. Indeed, manipulator joint limits are defined in this spag®)0 MHz PC running the Linux Operating System. All matrices



CHAUMETTE AND MARCHAND: A REDUNDANCY-BASED ITERATIVE APPROACH FOR AVOIDING JOINT LIMITS 725

distance to the jont hmits [-1:1}

J+, J+ are easily computed from the singular value decompo-

sition of J. Each iteration is achieved in 80 ms. oo —
1) Positioning Task wrt. a PointThe specified visual task k iterative + 62 -

consists in a gazing task.;f = (X, Y") describes the position in e

the image of the projection of the center of gravity of an object, o L i

the goal is to observe this object at the center of the image:
P4 = (0,0). The interaction matrix related to this task is given

by the classical equation: 9% 1
LT _ -1 0 £ Xy —(1+X?» Y wl |
0 -1 X 14y? Xy -X
(26)
wherez is the depth of the point. 0 | i

Fig. 8 shows the results of a successful experiments. Fig. 8(a)
shows the final image acquired by the camera. The superim- v
posed line depicts the obtained 2D target trajectory. Fig. 8(b) 29 11
shows the exponential decay of the eridr— Py4. Though
minor variations may arise, this 2D behavior is similar for all
the successful experiments reported in this section.

In the presented experiments, the initial robot position is lo-
cated in the vicinity of two joint limitgq;, gs) while q; is lo-
cated near the threshodg_. . If no particular strategy is con-
sidered to avoid joint limits, the visual task fails. On all the plots 0 80 100 150 200 250 300 350 400 450 500
dealing with the joint positions, positiomgare normalized be- (a)
tween[—1; 1] where—1 and 1 represent the joint limitg.,, distance 1o the joiAt liits |-1:1]
andq,,.. On these plots, the thresholdsare located int0.9 \ T T T T T hasic —

88~ -

min

[corresponding te = 0.1 in (3)]. 086 armg
2) Gradient Projection ApproachWe performed a set of

iteratiggTrgg 77777777
experiments using the cost function defined in Section Il-A with o8 \ ; , |
various values of the coefficient. Fig. 9 depicts the joint posi- K
tion of two axes of the robot (Fig. 9(a) for axis 1 and Fig. 9(b) \ ‘ o
for axis 5) during the experiments for these different values. If 09 [ S
« is too small, the motion generated by the main task in the
direction of the joint limits is not compensated enough by the
secondary task. The robot encounters the limit of axis 1 at it-
eration 54 forae = 0 (i.e., no secondary task) and the limit of :
axis 5 after iteration 180 far = 1.5. In each case, the specified el b .
task is not achieved. The task is achieved with 2. However,
if « is too high, it may result in too large velocities as shown
in Fig. 10 (withae = 200, oscillations are observed on axjs,
see Fig. 9(a), and translation velocities of nearly 1 m/s are pro-
duced!). As pointed out in [2], tuning is therefore performed 098 L T _
based on trial and error. This solution is not acceptable. T

The last plot (GPA auto) on Fig. 9 depicts the results obtained
using the approach proposed in Section II-C wheris auto-
matically computed. In a first time, motion on axjsis stopped

since itis the closest from its joint limit. Then, after iteration 80, 102 S S S T
axis 5 becomes closer from its joint limits than axis 1, it is then 0 50 100 150 200 250 300 350 400 450 500
stopped. We can see in Fig. 10(c) that the resulting control law ()

is unstable at the beginning of the process since higlhalues Fig. 11. New approach: behavior of axes 1 and 5.

are computed to avoid the joint limits. Furthermore, using this

approach, only a single axis can be stopped and configurationse a basic version of our algorithm as described in Sec-

can be exhibited where the system is completely unstable. tion IlI-B. Any axis k that is or enters in the critical area
3) Results With the New Iterative Approaciihe following is stopped. Sincey; is already inside the critical area,

results deal with experiments considering our new redundancy- ag, is computed to produce a motiegn = 0. Then, as

based approach. As for the results dealing with the classical soon asqs enters the critical area (iteration 30) a new

GPA, Fig. 11 shows the behavior of the axgsandqs. Var- vectoray, is computed in order to simultaneously stop the

ious experiments have been carried out: motion on the axeg; andqs. It remains that threshold
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Fig. 12. Control law computed with the new approach: (a) basic algorithm. (b) iterative algerithfo) smoothing discontinuities (introducing gain). (d)
iterative algorithm with a cost functioa, .

4s is crossed. The resulting control law is presented in

Fig. 12(a).

« the iterative version of our algorithm has been built to en-
sure that an axis that is not already in the critical area will
not cross the threshofgl In fact, when the prediction con-
sideringb = 0 shows that an axis will enter in the crit-

ical area, another solution with # 0 is computed. As
can be seen, sinag, is initially in the critical area, we
havedq; = 0, and the computed motion feg; allows the
robot not to enter the critical area (green plot on Fig. 11).
The “stairs” effects of the plot is due to the fact that the
motion due to the visual task (i.el; e;) decreases over
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measured velocities
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Fig. 13. Actual velocities measured using the robot odometry. The control law
is computed in order to smooth discontinuities. If discontinuities remain due (b)
to the introduction (or suppression) of equations in the linear system, they ?._r

e i : . o i
smoothed by the dynamic of the robot (to be compared to Fig. 12(c)). irrlggg‘ Visual servoing experiment, servo on a cylinder: initial and final

time. Therefore, the predicted positign(t + 1) may be
no longer in the critical area leading to a small motion on
the corresponding axis. Therefore, the joint position tends
to q but never reach this value. The computed control law
on Fig. 12(b) reflects this behavior.

» To smooth the discontinuity of the control law, we intro-
d_uced in Sefct_ion. III_—D the gaink_ that i_s a fgnction of the interesting (see plot “iterative+e2").
distance to joint limits. Introducing this gain has many ad-

vantages. First it allows to consider a wider area. Indeed4) P05|t|_o_n|n_g wrt. a Cyllnder_:ln this parag_raph,_we con-
motion is no longer stopped when the critical axis reaché?er a positioning task wrt. a cylinder. This cylinder is expected

q but the computed velocity is smoothly decreased sul$h be vertical and centered in the image (see Fig. 14). This task

that the motion is stopped only when the axis reaches tﬁ%nstrains four degrees of freedom of the camera. The cylinder

real joint limits that isq. Let us note that on the eXperi_parameterization and the related interaction matrix can be found

ments reported here, considering this wider area allow: rh[10]. If nothing is done, joint limits are encountered after a

faster convergence of the task. Furthermore the joint limi gw Iterations. L . :
q are never reached. The second advantage of considerin he iterative solution is considered on Fig. 15(a). As can be
the gains is that it allows to smooth the discontinuitiesS€eN: axis 1 is initially in the critical area while axis 3 moves

since the motions are no longer stopped abruptly. Let E%ward it (see after iteration 100). As expec_ted .the motion is
however note that discontinuities always exist in the co eported on axes 2 and 6 to ensure the realization of the task.

trol law presented in Fig. 12(c). More precisely disconti- he %glr;mk are theﬂ w;}tro(?uced in the exr%er.\]nmerr:tideplctle_d :j)n
nuities remain when a new axis enters or leaves the critié: p- (b) to smooth the discontinuities. Though the amplitude

area. Indeed, as already stated, the number of equati8 éhe discontinuities is far less important, it is of course still

of the linear system to be solved is modified and the prg_resent. As explained in Section llI-E , it would be possible

posed solution (i.e., the new computed control law) ma%g move axis 1 away from its joint limit by adding a classical
change. Since the solution with lowest norm is compute ?condary task;

the observed discontinuity is minimum. Furthermore, this . .

discontinuity is smoothed by the dynamics of the robdt: Vision-Based Humanoid Torso Control

and fully absorbed by the noise of the system as can béWe also applied the new proposed approach to the vi-
seen in Fig. 13. sion-based control of a humanoid torso. A new application

« Finally, we considered the introduction of a secondary task
eo within our approach (see Section IlI-E). This last step
allows to take advantages of both GPA and the new ap-
proach. Indeed it ensures that the joint limits will never be
reached and the introduction of a cost function allows to
move away from the critical area if it is considered to be
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Fig. 15. Visual servoing on a cylinder: distance to the joint limits (left) and camera velocities (right). (a) Iterative algorithm. (b) Smoottiseptiteuities

(introducing~y.).

for visual servoing is computer animation [11] and within thisn the computer animation application. Here we just consider
wide domain the control of digital actors (also called virtuahe humanoid as a specific robot. The eyes can be considered
humanoids or avatars). Our goal in this paper is not to focas a camera mounted on the end-effector of a highly redundant
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2) Tracking a Point: The second experiment deals with a
tracking task. It allows to demonstrate the capabilities of the
joint limits avoidance algorithm. A point-object is crossing the
scene. On Fig. 18, we can see that, at the beginning, mainly
the eyes are moving. When they move near their joint limits
the motion is automatically transferred to the neck, then to the
pelvis.

VI. CONCLUSION

We have proposed an original method to avoid the joint limits
of a manipulator. It consists in generating automatically camera
motions compatible with the main task by iteratively solving
a system of linear equations. This new approach is far more
efficient than the classical gradient projection method. It avoids
unnecessary motions, and unlike gradient projection methods,
it guarantees the joint limits avoidance. We have demonstrated
on real experiments within a visual servoing context the validity
of our approach. Let us finally note that this new approach may
be used for other problems where gradient projection approach
are classically used, such as obstacle avoidance [5], [12].

Fig. 16.

ACKNOWLEDGMENT

The authors wish to thank V. Cadenat from LAAS (Toulouse)
for her careful reading and remarks on the paper and N. Courty
for providing the humanoid model.

(@)
Fig. 17.

() (b) (© (d)

(d)

Humanoid control: positioning wrt. a sphere.
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