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Abstract

In this paper we describe a system to detect the speaker’s face and mouth in videophone sequences. A statistical scheme based on a subspace method is described for detecting and tracking faces under varying poses. A matching criterion based on a Generalized Likelihood Ratio is optimized efficiently with respect to a perspective transformation using a coarse-to-fine search strategy combined with a simulated annealing algorithm. Moreover, we analyze the amplitude projections around the speaker’s mouth to describe the shape of the lips. All computations are performed on lossy H263-coded images. The proposed algorithms are well-suited to a further real-time implementation.
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1 Introduction

With the rapid development of computer networks, it is now possible to propose automatic systems dedicated to the audio- and video-based authentication of persons. Such fully automatic recognition systems can be usually decomposed into several independent processing steps. First, detecting human faces automatically in a cluttered scene remains an indispensable task. This classical computer vision problem has been proved to be difficult because there can be huge variations in the appearance of face patterns. In this paper, we propose a contribution to this particular problem. We describe a view-based method to detect and track the moving speaker’s face and a technique to extract feature points around the mouth. Our system has many potential applications and will be exploited in the context of the European ACTS-VIDAS (VIDeo AStisted with audio coding and representation) project to analyze the labial activity of the speaker.

Traditional rigid template pattern matching techniques and geometrical model-based object recognition approaches [9, 4] tend to perform inadequately for detecting faces. Because of high photometric variations in the appearance of faces that reflect changes in expressions, 3D orientations, lighting conditions, hair styles and so on, it is difficult to parametrize robustly generic models. Eigenspace decompositions, applied to an example set, are well-suited to provide this compact parametric description of the object appearance. These approaches extract an orthonormal set of eigenimages. This set spans the visual object space and its dimension defines the degrees of freedom of the deformable photometric template. Rigid template matching using only one reference image can be considered as a degenerate case of this approach. View-based techniques such as principal components analysis (PCA) provide a priori knowledge about object-specific deformations and have been proved to be efficient for finding deformable objects [24, 23, 14, 13, 11, 5], recognition [4, 11, 14, 13] and tracking [2, 7]. However, the general problem of detecting human faces remains partially unsolved [24, 23, 13, 18] because most of systems detect only vertically oriented and unoccluded frontal views of faces looking at the camera. In the first part of this paper, we present an alternative statistical approach to methods reported in [23, 18, 24, 13]. Our system detects faces under varying poses and orientations and at any scales in grey-level images and requires a low computational cost. We explore how the distribution-based face model of Moghaddam et al. [13] can be extended to general viewing conditions. Besides, the starting point of our approach is inspired from the face detection system based on clustering techniques proposed by Sung et al. [23] and on the neural network-based system described in [18]. In these works, two training sets containing face images and non-face images are collected.
However, the view-based technique we propose can not provide accurate positions of facial features, but permits to locate the position of speaker’s mouth, by considering a mouth training set. This modular technique permits to return a window around the mouth that can be used to make easier the task of other algorithms that aim to extract the precise shape of the speaker’s mouth.

In order to extract feature shapes on a speaker’s face, different techniques have been proposed, making use of Karhunen-Loève expansions [11], elastic or parametric templates [10, 26], active meshes [25], dynamic programming [4] or image invariances. In the second part of this paper, we describe an effective approach based on amplitude projections on straight lines of pixels. Our approach is voluntarily simple because of block distortions that can appear in the region around the speaker’s mouth. Such artefacts usually affect algorithms that strongly rely on textural properties in images like thresholded edges or grey level peaks and valleys. Our aim consists in detecting four extrema points on the mouth. These points can be further exploited to guide face recognition or automatic lipreading tasks. In the context of the project VIDAS, these points are used as a priori knowledge to animate and interpolate the speaker’s mouth region by means of a mouth-adapted wireframe.

The remainder of this paper is organized as follows. In section 2, we examine the notations and basic theory related to signal detection. We propose a method to detect a face under variable poses in still images and videophone images sequences. In section 3, we exploit a simplified version of the previous algorithm for the detection of bounding box around the mouth of the speaker, and present a method to define the outline of the mouth. Experimental results on real-world image sequences are shown in section 2 and 3. Tests are performed on H263-coded\(^2\) QCIF (172 × 144 pixels) video sequences, with a frame rate of 5 Hz and a bitrate of 20 Kbits/s. Such coding schemes introduce visible block (8 × 8) artefacts at low bitrates, mainly on the moving regions.

2 Statistical Detection of Faces

In this section, we present an unsupervised statistical-based algorithm to detect faces under variable poses on H263-coded QCIF grey-scale videophone images. Two hypotheses are set to indicate presence (hypothesis $H_1$) or absence (hypothesis $H_0$) of a face. The decision is taken according to a likelihood ratio test, a fundamental tool in decision theory which has proven to

\(^2\)The H263-standard is based on a hybrid DPCM/DCT video coding method [17], and thus implies DCT and motion compensation on square blocks, as well as variable length coding and scalar quantization (PSTN videphony).
be quite robust and efficient in a number of vision problems:

\[
H_1 : \text{if } \frac{P_{H_1}(x)}{P_{H_0}(x)} > \zeta \\
H_0 : \text{otherwise}
\]  

(1)

where \(P_{H_1}(x)\) and \(P_{H_0}(x)\) are the likelihood functions of a pattern \(x\) associated with \(H_1\) and \(H_0\) respectively and \(\zeta\) is a predetermined threshold. In our approach, these two likelihood functions are specified by training.

In this section, we start by presenting the automatic visual learning based on density estimation in high-dimensional spaces on two learning image sets showing face and non-face views. We exploit a subspace method to approximate the object appearance using a reduced number of eigenvectors in a Karhunen-Loeve (KL) transform [24, 13, 11, 14, 2]. The main assumption behind this modeling is that the space of grey-level images we consider is linearly spanned by a set of example face images. A matching criterion based on a Generalized Likelihood Ratio (GLR) [19] can then be derived for finding faces undergoing geometric distortions in images. Our face finder system combines the advantages of a compact statistical description of illumination in face images and an efficient optimization scheme for pose estimation: a multiresolution stochastic search technique is used to locate the best match to the a priori model.

2.1 Likelihood functions estimation

We assume that the majority of the face surface (facial mask) can be modeled by a plane. More complex model (e.g. 3D models [12]) can be used but the planar model is simple.

In a face detection task, two adverse hypotheses have to be compared: “presence of one face” \((H_1)\) vs. “presence of no face” \((H_0)\). Characterizing the two classes is challenging because, whereas it is easy to get a training set of faces, it is much harder to collect a representative population of images containing no face [23, 18]. In our system, we avoid the problem of using a huge training set of non-face images by using only a training subset of non-face images called \(\ll\text{pseudo-face}\) images. This distinction between the non-face class and the pseudo-face class is discussed in section 2.1.3. Finally, the visual learning consists in building a distribution-based model of view photographs of faces and pseudo-faces to capture the full range of permissible variation in patterns.

2.1.1 A distribution-based pattern model

The training procedure relies on the KL transform which enables to identify the degrees of freedom of the statistical variability observed on a training set of representative images. This
KL transform identifies the low dimensional principal subspace in which the final matching field must lie. A particular pattern belonging to the training population of $N_T$ images is represented by the $N$-dimensional vector $\mathbf{x}_k$ made up from the lexicographic gathering of pixels in image $k$. Each element of the vector is a pixel intensity value. The principal components analysis (PCA) is efficient to derive a tractable estimate of the probability distribution $\mathbf{P}(\mathbf{x})$ of a particular pattern $\mathbf{x}$ based on the first $M$ principal components ($M \ll N_T \ll N$) [13]. This decomposition divides the complete vector space $\mathcal{R}^N$ into two orthogonal subspaces: a principal $M$-dimensional subspace spanned by the first $M$ principal components and a complementary subspace spanned by the first $N - M$ other eigenvectors. In the following, we assume that $\mathbf{P}(\mathbf{x})$ may be modeled by a multivariate Gaussian density for which the mean vector $\bar{\mathbf{x}}$ and covariance matrix $\mathbf{C}$ are already estimated. We will also assume that $\mathbf{x}_k$ is normalized by its mean and standard deviation to cope with global illumination changes. The distribution $\mathbf{P}(\mathbf{x})$ may be written from the $N$ projections $\{y_i\}_{i=1}^N$ given by the KL transform. The distribution estimate $\hat{\mathbf{P}}(\mathbf{x})$ is given by a product of two independent Gaussian densities computed from the $M$ principal projections [13]:

$$
\hat{\mathbf{P}}(\mathbf{x}) = g_\mathbf{x}(\Lambda, M) = \left\{ \frac{\exp\left(-\frac{1}{2} \sum_{i=1}^{M} \frac{y_i^2}{\lambda_i}\right)}{(2\pi)^{M/2} \prod_{i=1}^{M} \lambda_i^{1/2}} \right\} \cdot \left\{ \frac{\exp\left(-\frac{\varepsilon^2(\mathbf{x})}{2\rho}\right)}{(2\pi \rho)^{(N-M)/2}} \right\}
$$  \hspace{1cm} (2)

where $\Lambda = \{\lambda_i\}_{i=1}^{M}$ are the $M$ largest eigenvalues associated to the eigenvectors derived from the diagonalization of the covariance matrix $\mathbf{C}$,$ \rho$ is the average of eigenvalues in the complementary subspace and $\varepsilon^2$ is the residual reconstruction error defined as:

$$
\varepsilon^2(\mathbf{x}) = \sum_{i=M+1}^{N} y_i^2 = \|\mathbf{x} - \bar{\mathbf{x}}\|^2 - \sum_{i=1}^{M} y_i^2.
$$  \hspace{1cm} (3)

In the following, the estimated Mahalanobis distance will be noted as:

$$
q(\mathbf{x}) = \sum_{i=1}^{M} \frac{y_i^2}{\lambda_i} + \frac{\varepsilon^2(\mathbf{x})}{\rho}.
$$  \hspace{1cm} (4)

The likelihood functions associated with $\mathbf{H}_1$ and $\mathbf{H}_0$ are directly derived from this modeling.

2.1.2 $\ll$Face$\gg$ Model Building.

The distribution-based face model is computed for a 3-dimensional principal subspace ($M_f = 3$) from a face training set composed of 40 frontal view photographs of different people at fixed scale. The pictures come from a database of $56 \times 46$ pixels images created at Olivetti Research Laboratory. The face images are roughly geometrically normalized using a global transformation (Fig. 1). We assume reasonably that the likelihood function under $\mathbf{H}_1$ is then modeled by a
multivariate Gaussian density. The likelihood estimate is then given by the product of two independent Gaussian densities as described in the previous section:

\[
\hat{P}_{H_1}(\mathbf{x}) = \mathcal{G}_x(\Lambda_i, M_i).
\] (5)

In eigenimages, presented in Fig. 5, only a fraction of the eigenimages is responsible for a specific mode of variation. Arbitrary frontal-view of faces are then generated by a relevant set of coefficients (modal amplitudes) that control the main deformation modes. The first variation mode which controls the lighting conditions and the addition of beards is illustrated in Fig. 2.
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Figure 1 to be placed here
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2.1.3 ⇔ Non-face ⇔ Model Building.

There are many naturally occurring non-face patterns in the real world that look like faces when viewed in isolation. Practically, any image can serve as a non-face example because the space of non-face images is much larger than the space of face images. However, collecting a representative set of non-faces is difficult. Here, we propose to select a reduced number of significant negative examples which look like faces (w.r.t. \(\hat{P}_{H_1}(\mathbf{x})\)) collected in a “bootstrapping” manner \([23, 18]\). It seems more adequate to collect a set of pseudo-face images which is a subset of non-face images (Fig. 3). The pseudo-face images are selected by running a simplified version of our face finder on images containing any faces. The simplified system exploits exclusively a training set of faces and can fail to detect one face in a cluttered scene. The incorrectly diagnosed face detection images are adding to the pseudo-face training set (Fig. 3). A distribution-based pseudo-face model is further built according to the visual learning procedure described in section 2.1.1. The 3 first pseudo-face eigenimages and the first corresponding mode of grey-level variation are respectively presented in Fig. 5 and Fig. 4. A 3-dimensional principal subspace \((M_{pf} = 3)\) enables to derive a satisfactory distribution estimate when the training set is composed of 36 examples \((56 \times 46 \) pixels images).
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The likelihood estimate is given by the product of two independent Gaussian densities \(\mathcal{G}_x(\Lambda_{pf}, M_{pf})\). The likelihood function under \(H_0\) is then modeled as a mixture of two densities
\[ \hat{P}_{H_0}(x) = \delta(q_{pd}(x) < \eta) \cdot g_x(\Lambda_{pd}, M_{pd}) + \delta(q_{pd}(x) \geq \eta) \cdot \xi \]  

(6)

The distribution \( \xi \) in the mixture is meant to model outliers. An outlier describes any texture image that depicts neither a face nor a pseudo-face. One common approach is to choose this distribution to be gaussian with a large variance. We prefer rather to use \( 0 \leq \xi \leq 1 \) to be a constant value inferred from \( \eta \). Finally, the fixed probability of selecting \( \zeta \) or \( g_x(\Lambda_{pd}, M_{pd}) \) is given by the mixture probabilities \( \delta(q_{pd}(x) < \eta) \) and \( \delta(q_{pd}(x) \geq \eta) \) where \( \delta(\cdot) \) designates the Kronecker symbol. A particular layer (arbitrary texture vs. pseudo-face) is selecting if the Mahalanobis distance \( q_{pd}(x) \) exceeds a predetermined threshold:

\[ q_{pd}(x) = \sum_{i=1}^{M_{pd}} \frac{y_i^2}{\lambda^2_i} + \frac{\varepsilon^2(x)}{\rho^2_{pd}} < \eta. \]  

(7)

\( q_{pd}(x) \) has a distribution which is not chi-square. However, we assume that the weighting sum can be roughly approximated by using only one “scaled chi-square” random variable \( \nu \) [5]. Statistical moments of \( \nu \) are then matched with to those of \( q_{pd}(x) \):

\[ q_{pd}(x) = \frac{N}{k} \nu \quad \text{where} \quad \nu \sim \chi^2(\nu, k) \]  

(8)

The threshold \( \eta \) is finally inferred from the chi-square distribution with \( k \) degrees of freedom given by:

\[ k = \left\lfloor \frac{N^2}{M_{pd} + \sum_{i=M_{pd}+1}^{N} \frac{\Lambda_{pd}^2}{\rho_{pd}^2}} \right\rfloor \]  

(9)

where \( \lfloor \cdot \rfloor \) denotes the floor function. The distribution estimate under \( H_0 \) is directly influenced by \( \eta \) corresponding to a 95\% confidence in practice. Once \( \eta \) is known, the likelihood estimate \( \hat{P}_{H_0}(x) \) is derived analytically.

### 2.2 Matching Criterion

A central problem in object recognition is to determine the transformation that relates the model to appearance of the target object in the image. To recognize objects, we frequently seek to eliminate the effects of view points. Assuming that one face can be approximated by a plane, our method applies a similarity, affine or perspective transformation. The parameters of the geometric transformation are represented by a vector \( \Theta \). Our matching criterion aims at estimating the optimal rigid transformation \( \Theta \) that maximizes the following Generalized Likelihood Ratio [19]:

\[ \Theta^* = \arg \max_{\Theta} \frac{\hat{P}_{H_0}(x|\Theta)}{\hat{P}_{H_0}(x|\Theta)} > \zeta \]  

(10)
Our system computes several likelihood ratios given the likelihood functions specified in section 2.1 and selects the best one. Fig. 5 describes the overview of our face detection system relying on simple and straightforward computations. Finally, the face detection is validated if the optimal likelihood ratio does not exceed a statistical threshold $\zeta$ inferred from the scaled chi-square distributions of $q_\mu(x(\Theta))$ and $q_\delta(x(\Theta))$.

2.3 Computational Issues

The algorithmic procedure to estimate the geometric transformation is implemented using a coarse-to-fine strategy [18] described in Fig. 6. For every image in the two training sets we construct a Gaussian pyramid of images by spatial filtering and subsampling. The images at each level in the pyramids form distinct training sets and at each level a PCA is performed to construct the eigenspace description of that level. The input QCIF image to be processed is similarly smoothed and subsampled to provide a multiresolution representation over 3 scales. At the coarsest level, the face finder provides an initial estimate for the spatial position and scale parameters. Our search algorithm, based on a fast version of simulated annealing, estimates automatically the 4 parameters and avoids a suboptimal search strategy or an exhaustive search [23, 18]. It uses a Metropolis dynamics and the temperature cooling is inverse linear [1]. Using deterministic refinement techniques, the geometric transformation is estimated at each pyramid level, from the coarser level to the finer one, and the matching procedure stops when the algorithm converges at the finest resolution. We have implemented our face detector on a SUN SPARC20 workstation. Once the input $144 \times 176$ pixels image is loaded, the multiresolution processing takes respectively 1.5s and 3s to estimate an affine or a perspective transformation.

2.4 Experimental Results

Finally, we present a set of experiments illustrating the performance of our face finder. To test the parametrized matching technique, we run the system on arbitrary still images (Fig. 7). The white window denotes the region selected as the best match by the detection algorithm. Our algorithm can detect about 90% of faces in a set of 40 total images. The system was tested on a wide variety of images, with many faces and unconstrained backgrounds. All the face patterns
that the face finder missed had either strong illumination shadows or low quality scans.

The matching scheme can be used to track faces undergoing changes in viewpoint. The algorithm tracks a frontal-view of the face and normalizes it using the geometric transformation for each frame. The initialization of $\Theta$ is random on the first frame of the sequence. A prediction scheme based on Kalman filtering techniques is used to propagate the initial guess for $\Theta$ from frame to frame. The time computing is then notably reduced to 0.2s by frame on a Sun SPARC20 workstation to estimate the affine transformation. In this case, the use of a SA algorithm and a multiresolution search strategy is avoided (except for the first frame). In our experiments, we consider the problem of tracking faces in H263-coded QCIF image sequences in which the speaker is moving against an cluttered background (Fig. 8) or a more complex textured moving background (Fig. 9). The low temporal resolution of video sequence is 5 Hz. The two sequences are originated in the audio-video corpus of the ACTS-VIDAS project. Fig. 8 shows excerpts from the run. In the first row of images, the white box denotes the region selected as the best match by the tracking algorithm. The second row of images is a magnified view of the region in the white box after warping by the estimated geometric (affine) transformation. All normalized images should be quite identical if the geometric transformations are robustly estimated. In fig.9, several key frames from a more difficult sequence are shown. The 2 first rows of images show the tracking with an affine transformation and the 2 next ones with a perspective transformation. The affine model seems limited to track the face when the view points are quite far from the frontal orientation. In conclusion, we observed that the system succeeds to extract reliably the face as long as the view of the speaker belongs to intervals spaced from $\pm 45^\circ$ along the horizontal and vertical lines.

3 Detection of Salient Points on the Mouth

3.1 Maximum Likelihood Detection of Mouth

The \textit{eigentemplate} approach to the detection of facial features was proposed by [13]. In this section, only a Maximum Likelihood estimate of the position of the mouth is presented. The
visual learning relies exclusively on a mouth training set in this case. The detected region of interest will be considered as an input to the mouth parameters extraction algorithm described in the next section. Once the location of the face has been estimated, the vector parameter $\Theta^*$ is used to compensate it by affine or perspective transformation, yielding a rectangular ($56 \times 46$) box containing the normalized face. A second feature detection stage operates at this level to estimate the scale and the position parameters of the mouth using a reduced version of our matching algorithm. The effects of view point are not totally eliminated during the face detection step because the face is non-planar. As a result, the a priori location of the mouth is refined using a deterministic optimization algorithm with a low computational cost. The results of mouth detection on normalized face images are presented on Fig. 10a and Fig. 10c. The windows containing the mouth are warped into the original image domain on Fig. 10b and Fig. 10d.

| Figure 10 to be placed here |

### 3.2 Detection of the mouth outline

Extraction of the mouth shape is useful in many applications such as speaker authentication based on biometric data, facial expressions recognition, microphone orientation for videoconferencing, video-aided audio processing, bimodal speech recognition and real-time computer graphics animation. The detection task is however made difficult because of the wide range of allowable shape variations of the mouth. Typical extraction algorithms are making use of snakes or deformable correlation templates [26, 10] that build models based on prior knowledge of the mouth structure. The templates are aligned with detected properties in the image intensity, such as edges, valley and peak fields. A wide class of methods are moreover considering the specific color of the human skin and human mouths, by using statistical chromaticity models [20, 15, 21]. Other methods are making use of active meshes in order to fit a set of interconnected points on lips edges [25]. These methods need reference points that are usually detected by analysing the summation of the magnitude of the image gradient along vertical and horizontal lines, in the mouth region. Such methods based on local intensity profiles or gradient projections have been broadly investigated in the literature for facial features extraction [4, 22, 16, 6], and was initially proposed by T. Kanade in [8] for face recognition.

We describe in this section a fast algorithm which permits to detect the outline of the mouth, composed of the following four feature points: the top of the upper lip, the bottom of the lower lip, and the two corners. The poor resolution of the H263-coded QCIF images that we consider,
and visible artefacts (block effects) on the mouth, limit the performance of typical image analysis tools. Our aim is consequently to propose a simple method and robust to partial occlusions of the mouth. The search is confined to the bounding box around the mouth, which has been previously detected (see section 3.1). The extraction is performed by examining amplitude integral projections on cross lines of image intensities and gradients, inside the mouth bounding box (see Fig. 11). The correct orientation of the bounding box makes our algorithm independent of the orientation of the mouth. The points detection can be performed on the normalized facial images, after compensation by the geometric transform associated to the parameter Θ, or directly on the original video sequence. In the first case, we consider vertical and horizontal lines, and in the second case, we consider lines parallel to the borders of the quadrilateral bounding box. We use a method similar to the Bresenham’s algorithm to find intersections between the uniform grid of pixels and oblique line segments having grid vertices as their endpoints.

Figure 11 to be placed here

Let us describe the extraction algorithm, confined to an horizontal and rectangular bounding box \([x_1, x_2] \times [y_1, y_2]\) on a normalized face, around the mouth (the same approach is used to process the interior of a quadrilateral in the non compensated face). The image is first bandpass-filtered to reduce the effect of the noise. We call this new image \(I(x, y)\).

1. Compute the sums of the grey levels on each horizontal line, starting from the top of the box. This point gives the function \(sum_H(y)\) (top row on Fig. 12)

\[
sum_H(y) = \sum_{x=x_1}^{x_2} I(x, y)
\]

2. Look for the first maximum negative slope of the function \(sum_H(y)\), starting from the left side. This point gives the position of the horizontal line on the top of the upper lip.

3. Considering the function \(sum_H(y)\), starting from the right side, consider two cases:

   (a) Compute the first local minimum of the function (see Fig. 12).

   (b) If this point does not exist, detect the maximum negative slope of the function (see Fig. 14.a).

This point gives the position of the horizontal line on the bottom of the lower lip.

4. Limit now the search to the rectangular part between the two previously detected lines, and consider the gradient image \(I'(x, y)\), in order to detect the left and right horizontal
external points of the mouth. Compute the sums of the gradient values on each vertical line, starting from the left, in order to obtain the function $sum_V(x)$ (bottom row on Fig. 12)

$$sum_V(x) = \sum_{y=y_1}^{y_2} f'(x, y)$$

5. Compute the extreme left and right maximum values of the function $sum_V(x)$. These two points give the positions of the two vertical lines passing through the corners of the mouth.

6. The minimum values on these lines return the spatial positions of the corners.

7. The two points on the top and bottom of the external contours are then localized on the vertical symmetry axis of the mouth between the two corners.

Figure 12 to be placed here

Figure 13 to be placed here

We present on Fig. 13 and Fig. 15 results obtained from the proposed features extraction algorithm, performed on QCIF H263 videophone scenes with fixed and moving backgrounds, and a bitrate equal to 20 Kbits/s. Our experiments confirm that the algorithm is robust, as well on the original image as on the normalized image (the detection is respectively done inside an oriented quadrilateral, or inside an horizontal rectangle). The global shapes of the functions $sum_H(x)$ and $sum_V(y)$ stay approximately constant in time, provided they are obtained from a box suitably centered on the mouth, and that the intensity structures (grey level shape of the mouth) stay visible in the decoded frames. We notice that this is not the case when too many objects are moving in the background of a video sequence encoded at a fixed bitrate. This given example gives rise to false detections, with points typically on the borders of the detected mouth bounding box. Under normal conditions, the algorithm allows an effective detection of the position of the four points with a precision of one or two pixels. The system works well for both open and closed mouths, since we consider only outlines.

Figure 14 to be placed here

Figure 15 to be placed here
4 Conclusion

We have successfully developed an example-based learning technique for representing and automatically detecting and tracking views of human faces under variable poses and orientations in H263-coded sequences. We proposed distribution-based models to capture pattern variations in face and pseudo-face images. We have described an original matching criterion based on a Generalized Likelihood Ratio and an efficient multi-resolution implementation which is planned to be adapted for real-time applications. The method is simple and straightforward and provides solution to the problem of tracking faces undergoing geometric distortions. The system is completed by a robust algorithm which detects salient points on the mouth yielding promising prospects as concerns the characterization and the interpretation of both audio and video signals for a person authentication task.
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