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Abstract

In the past years, several groups have addressed the translation of graphical formalisms such as UML into formal methods. Model-based approaches such as Z or B are particularly well-suited to translate static diagrams of UML into formal specifications. Still some constructs of these diagrams involve dynamic properties, e.g. composition in UML requires existential dependency. These properties cannot be translated into invariant properties. This paper explores the translation of these properties into constraints on a pair of states. In Z, such constraints can either be included into the specification of operations, or correspond to specific proof obligations for these operations.

1 Introduction

In the past years, several groups [FBLPS97, LB98, KC99, MS99] have addressed the translation of graphical formalisms such as UML [BRJ98] into formal methods. This approach brings several benefits:

- From the formal methods point of view, it enables the integration of these techniques into the actual practice of software engineers and facilitates the production of formal specifications.

- From the graphical notations point of view, it helps understanding the semantics of the notation. In particular, it points out those constructs that are ambiguous.

In a longer term, both communities may expect mutual benefits from the integration of formal methods tools into these graphical approaches.

In the recent years, our group has worked on the development of the RoZ tool [DLCP00a]. RoZ produces a Z specification from a UML class diagram annotated in Z. It also enables to synthesize the specification of basic operations associated to the diagram. Finally, it generates proof obligations
for each operation based on the computation of its precondition. These proof obligations can then be discharged using a standard Z prover (e.g. Z-Eves[Saa97]). The RoZ approach had the following interesting results.

- A specification expressed in RoZ has a precise semantics, which corresponds to the generated Z specification. One could probably argue that other semantics than ours could be associated to the diagram. Still, we believe that having a precise semantics is better than many or no semantics.

- RoZ enables to associate formal annotations as a complement to the UML specification. They roughly play the same role as OCL annotations and improve the expressiveness of the specification language. We chose Z instead of OCL [WK99] because a larger palette of tools is available for this language. This may evolve in the future and may lead to drop Z and replace it by OCL in our work.

- The design of RoZ relies on a careful study of the kinds of annotations that can be associated to a UML diagram. It led us propose a classification of these annotations [DFLCP00]. This classification can be used independently of the RoZ tool by a UML analyst. It helps identify and locate the relevant constraints for a given class diagram.

- Of course, the tool also generates a formal Z specification, and this specification can be used as input by several formal method tools. We have experienced the use of a theorem prover in conjunction with RoZ [Led98]. Current experiments explore the use of Jaza [Utt02] as an animation tool. Further work could experiment with test synthesis tools based on Z like [LPU02].

Model-based approaches such as Z or B are particularly well-suited to translate the static diagrams of UML into formal specifications. In RoZ, the translation of the class diagram produces a collection of variables and types associated to invariant properties. Still some constructs of these diagrams involve dynamic properties, e.g. composition in UML requires existential dependency. These properties can hardly be translated into invariant properties.

This paper addresses the translation of these properties in Z. Section 2 will first give some examples of dynamic properties expressed in static diagrams. Then section 3 will discuss the translation of these properties in Z. Finally, section 4 will discuss the potential integration of these techniques into the RoZ tool and draw the conclusions of this work.

2 Dynamic constructs in static diagrams

This section will introduce two constructs of static diagrams which involve dynamic properties:

- composition in UML,
- temporality in ZSP.

2.1 Composition in UML

In UML, the composition construct expresses that a class is “part-of” another class. It is a variant of the aggregation construct. Fig. 1 gives the example of a conference center. The conference center is composed of several conference rooms. Unlike the aggregation construct, which does not impose arity constraints between the whole and its parts, the composition relation imposes that the parts belong to
a single whole. Here each conference room belongs to one and only one conference center. The composition construct also imposes existential dependency between the whole and its parts: if the whole is deleted, its parts must be deleted. In the example of the conference center, if the conference center is suppressed from the information system, then its rooms must also be suppressed. The interested reader will find in [HSB99] a more detailed discussion of variants of the aggregation construct.

![Figure 1: The UML specification of a conference center](image)

This existential dependency is an example of dynamic property that cannot be expressed as invariant property. In the composition relation, the invariant property states that each room belongs to a single conference center. Unfortunately this is not sufficient to express the existential dependency. Fig. 2 illustrates this fact. A conference center is deleted but one of its conference rooms is not deleted and reaffected to another conference center. This figure, which is unlikely to happen in most information systems, complies to the arity constraints of the composition relation. Still, it does not correspond to the intended semantics of the composition construct. This demonstrates that a constraint on the arity of relations is not sufficient to capture the full semantics of composition.

![Figure 2: The deletion of a conference center](image)
2.2 Temporalities in ZSP

ZSP [Abr77, CL94] is a graphical formalism based on an entity-relationship approach. J.R. Abrial initiated ZSP which corresponds to early work on Z performed before he went to Oxford. ZSP has mainly been designed to specify databases and information systems. It also includes a dynamic construct in its static diagram: the “temporality” construct. For clarity reasons, instead of using the ZSP syntax, we will use the classical UML notation, augmented with this temporality construct. A “[T]” sign will denote attributes and roles of relations subject to a temporality constraint.

“Temporality” expresses an eventual property: a function that is initially not defined for a given element eventually becomes defined. This property may apply to both attributes and relations in a class diagram. For example, let us consider the class of persons (Fig. 3). A person has several attributes, including two dates: the date of birth and the date of death. The date of death is initially undefined, but eventually it will get a value.

```
PERSON

firstname : NAME
lastname : NAME
birth : DATE
death : DATE [T]
```

Figure 3: The class of PERSONs

If we model the date of death as a function between persons and dates, the temporality of this function should not be mistaken with a partial function that eventually becomes total. If this should be the case, then it would mean that, at some point in the future, all persons would be dead. Actually, the function remains partial (there are always some living persons) but the cardinality of its domain is monotonically increasing.

Temporalities also exist for relations. Fig. 4 shows the relation between two classes in the information system of an airline company:

- A FLIGHT is characterized by a flight number, its scheduled departure and arrival times, and the airports it links (origin, destination).

- An INSTANCE corresponds to a given flight at a particular date. It is characterized by the date of the flight.

A temporality exists on this relation: flight instances appear after the flight has been defined. Otherwise, it would require to define the flight and its first instance simultaneously. In database systems, creation or deletion of objects and relations often corresponds to transactions, and it is not recommended that transactions become too complex. The temporality expressed here means that the transaction which creates the flight will be performed before the transaction which creates the instance and links it to the flight. The temporality may also be the result of the way the company defines its commercial strategy: new flights could be planned in the information system several days before the first instance is decided.
In summary, temporalities are mainly motivated by two reasons:

- the decomposition of the transaction mechanism which initially breaks some invariant laws;
- the modelisation of laws of the specified system which require that some properties eventually hold.

Such temporalities cannot be expressed as invariant properties, because they express a constraint on the evolution of variables. They correspond in some way to “stable” properties in Unity logic [CM88], i.e. properties that remain invariant once established.

This section has shown that static diagrams may also include some properties which refer to the dynamic behaviour of objects. In notations such as UML, dynamic properties are usually expressed in dynamic diagrams, i.e. Statecharts. This corresponds to a separation of concerns, and it is wise not to overload static diagrams with non-static aspects. Still, UML itself includes dynamic constraints in the semantics of composition. The temporalities of ZSP could also be easily added to the UML class diagram, either as stereotypes on the relations, or as additional annotations to the elements of the diagram. The major reason why it is interesting to denote such properties on the static diagram is that it is much easier to add a simple element to the class diagram than to start drawing a dynamic diagram. Also, state diagrams are unable to express the eventual character of these properties (see Sect. 3).

From a more general point of view, many information systems have only a few invariant properties. Often the information system follows a life-cycle and properties remain invariant only during a portion of this life-cycle [PBV95]. It is therefore necessary to be able to identify the major phases of the life-cycle and for each phase the corresponding invariant properties. Here temporalities correspond to properties that are verified after an initialisation phase, while the existential dependency of the UML composition may correspond to properties of a closing phase.

3 Translating dynamic properties in Z

The dynamic properties such as temporality and existential dependency must be taken into account in the translation into formal specifications in order to propose a precise semantics of graphical notations. This work completes the translation of static properties supported by tools like RoZ.
3.1 Elements of the RoZ translation

The goal of this section is to summarize some principles of the RoZ tool. The starting point of RoZ is a UML class diagram annotated with Z constraints (Fig. 5). From this information, it produces a Z specification whose structure is provided by the graphical constructs. This structure is completed with type definitions and the Z annotations. RoZ also enables the synthesis of the specification of standard operations associated to the class diagram, and the generation of proof obligations based on pre-condition computation. The interested reader will find a more complete introduction to RoZ in [Dup99].

The RoZ tool translates a static diagram into a Z specification according to rules described in [DLCP00b, Dup00]. For example, class PERSON of Fig. 3 is translated into a pair of Z schemas: PERSON and PersonExt (see later).

```
PERSON
  firstname : NAME
  lastname : NAME
  birth : DATE
  death : DATE
```

PERSON is a schema type that defines the attributes of the class. The UML diagram must be associated to a definition of types NAME and DATE. For example, NAME can be introduced as a given set and DATE as a set of integers which count the number of days since a reference date.

```
[NAME]

DATE == Z
```

The temporality on death requires that it may also be undefined. There are several ways to express undefinedness for attributes in RoZ. Let us use a simple and classical means: we choose a constant date in the future that is greater than all dates used in the system\(^1\).

```
undefinedDate : Z
undefinedDate = 9999999999
```

The RoZ tool also allows designers to associate constraints to attributes of the class, inside the standard UML environment\(^2\) (Fig. 5). For example, the following constraint can be stated: death always happens after birth.

```
deadth \geq birth
```

This constraint also permits death to be undefined, because we chose undefinedDate to be large enough. It must also be noted that the birth date may never be undefined, which is expressed by the following constraint:

```
birth \neq undefinedDate
```

---

\(^1\) Many programmers used to consider 9/9/99 as such a value for undefined dates. Let us use something like 9/9/999999 instead!

\(^2\) Here, Rational Rose \(^TM\)
In RoZ, each class is translated into a pair of schemas. The first one is a schema type which gives the type of all elements of the class, the second one includes a variable which records the finite set of all instances of the class.

\[
\text{PersonExt} \\
\text{Person} : \mathbb{P} \text{PERSON}
\]

With this translation, two living persons born on the same date and with the same first and last name are considered as the same element of the set. This probably suggests that we should further refine our model and have an additional attribute like the social security number.

Finally, let us have a look at the translation of relations. The relation between flights and instances of Fig. 4 is translated into:

\[
\begin{align*}
\text{FlightInstanceRel} \\
\text{InstanceExt} ; \text{FlightExt} \\
\text{InstancesOfFlight} : \text{FLIGHT} \to \mathbb{P} \text{INSTANCE} \\
\text{FlightOfInstance} : \text{INSTANCE} \to \text{FLIGHT}
\end{align*}
\]

\[
\begin{align*}
\text{dom} \text{FlightOfInstance} &= \text{Instance} \\
\text{ran} \text{FlightOfInstance} &\subseteq \text{Flight} \\
\text{InstancesOfFlight} &= \{x : \text{ran} \text{FlightOfInstance} \bullet x \mapsto \{y : \text{dom} \text{FlightOfInstance} \mid \text{FlightOfInstance}(y) = x \bullet y\}\}
\end{align*}
\]

This Z schema declares a pair of functions, one for each role. \text{InstancesOfFlight} associates a set of instances to a flight, while \text{FlightOfInstance} links a single flight to each instance. The constraints
of the schema state that each instance has a flight, and that some flights may (temporarily) have no
instance. These constraints involve the extensions of both classes and the schemas corresponding
to these extensions (InstanceExt and FlightExt) are included in the schema. The final constraint
expresses that both functions are linked and include the same information.
Composition is treated in RoZ as a special case for relations. So the relation between a conference
center and conference rooms would be translated as:

\[
\begin{align*}
\text{ConfCenterComposition} & : \text{ConfcenterExt}, \text{RoomExt} \\
\text{RoomsOfCenter} & : \text{CONFCENTER} \to \text{ROOM} \\
\text{CenterOfRooms} & : \text{ROOM} \to \text{CONFCENTER} \\
\text{dom CenterOfRooms} & = \text{Room} \\
\text{ran CenterOfRooms} & \subseteq \text{Confcenter} \\
\text{RoomsOfCenter} & = \{x : \text{ran CenterOfRooms} \bullet x \mapsto \{y : \text{dom CenterOfRooms} | \text{CenterOfRooms}(y) = x \bullet y\}\}
\end{align*}
\]

This schema follows the same translation rules as FlightInstanceRel. Actually, UML composition
is not simply a UML relation with existential dependency, it also involves other properties like non-
reflexivity (an element may not be a part of itself), anti-symetry (the whole is not part of its parts)
and transitivity (subparts of an element are parts of this element). A more complete treatment of these
properties can be found in [DLCP00b, Dup00].

At this stage, temporalities and composition have been translated into Z data structures associated
to invariant properties. Temporalities require attributes like death to be potentially undefined, or
functions like InstancesOfFlight to be partial, i.e. its arity is “0..*”. This allows the corresponding
data structure to be temporarily not defined. Composition requires CenterOfRooms to have a “1..1”
arity, because a part must correspond to one and only one whole. But, as already stated in section 2,
these static properties do not translate the full semantics of the constructs.

3.2 Translation of temporality on attributes

Temporality on attributes can be expressed in temporal logic as:

\[\Diamond (\text{death} \neq \text{undefinedDate})\]

This formula means that eventually (\(\Diamond\)) a property will hold: death will be defined. Temporality
also means that this property is stable:

\[\text{death} \neq \text{undefinedDate} \Rightarrow \Box (\text{death} \neq \text{undefinedDate})\]

Once death is defined, it is always (\(\Box\)) defined.
The \(\Diamond\) and \(\Box\) operators of linear temporal logic state properties about infinite sequences of states.
Z does not permit to state such properties about the future\(^3\). Z enables to express properties that take
into account information about a single state. Such invariant properties are expected to hold in any
possible state of the system. They thus constrain its possible evolutions. Still the dynamic properties

\(^3\)Early versions of Object-Z [DKRS91] included the possibility to specify behaviours of classes as temporal logic formu-
lae. Unfortunately, this feature has disappeared in subsequent versions of Object-Z.
that we want to express involve more than one state. There are two ways to express such dynamic properties in Z:

- The only way to translate these into invariant properties is to record information about the past of the system in some state variable and to constraint the evolution of this variable.

- Z enables to define properties on a pair of states in the specification of operations. This technique has already been used in the past. For example, in [Mor93] Morgan uses it to express the behaviour of a telephone network.

In this paper, we will mainly exploit this second possibility to express dynamic properties in UML or ZSP diagrams. Actually, the behaviour of death can be specified by the state machine of Fig. 6. This figure states that death is initially undefined, and stays undefined for a while. A transition may lead it to a defined state from where it will never exit. Actually, this state machine specifies that definedness is a stable property; it does not require death to reach this stable state. So the state machine does not express the full semantics of temporality. It must be noted that the other approach, which records information about the past, does not allow to express this property about the future too.

Since it is impossible to express this eventual character in Z, we will restrict our translation to constraints on the dynamic evolution from initial to final state.

---

**Figure 6: State machine specification of death**

Z allows us to state a property about initial and final states of transitions on this diagram:

\[ \text{death} \not= \text{undefinedDate} \Rightarrow \text{death}' \not= \text{undefinedDate} \]

Actually, this property states that there does not exist a transition that goes from defined to undefined. The three transitions of Fig. 6 satisfy this property.

Also, we could state another dynamic property about death:

\[ \text{death} \not= \text{undefinedDate} \Rightarrow \text{death}' = \text{death} \]

This property states that, once defined, the value of death is fixed. It expresses the fact that persons only die once.
3.3 Exploiting dynamic properties in Z specifications

In the previous section, we have seen that Z allows us to express dynamic properties on a pair of states. We propose two ways to exploit these properties. The first one is to include the property in any operation that accesses PERSON in read/write mode (Δ)\(^4\). For example, the following operation modifies the death attribute.

\[
\text{ModifyDeath} \\
Δ\text{PERSON} \\
d' : \text{DATE} \\
\text{death}' = d' \\
\text{firstname} = \text{firstname}' \land \text{lastname} = \text{lastname}' \land \text{birth} = \text{birth}'
\]

We can define an additional schema:

\[
\text{DeathDynConstraints} \\
Δ\text{PERSON} \\
\text{death} \neq \text{undefinedDate} \Rightarrow \text{death}' \neq \text{undefinedDate} \\
\text{death} \neq \text{undefinedDate} \Rightarrow \text{death}' = \text{death}
\]

and define a new version of \text{ModifyDeath}

\[
\text{ConstrainedModifyDeath} = \text{ModifyDeath} \land \text{DeathDynConstraints}
\]

Of course, including this constraint in all schemas that access death requires a systematic procedure. Only a tool can guarantee that no operation has been forgotten.

Another way to take these constraints into account is to state a proof obligation which applies to all operations that access death.

\[
\forall \text{PERSON}; \text{PERSON}'; \ d' : \text{DATE} \mid \text{ModifyDeath} \bullet \text{DeathDynConstraints}
\]

Here, a slightly modified version of the operation satisfies the proof obligation:

\[
\text{ModifyDeath2} \\
\text{ModifyDeath} \\
\text{death} = \text{undefinedDate}
\]

In this modified version, a precondition has been added which guarantees that the operation is only executed when death is undefined. The above mentioned proof obligation has actually been discharged easily by the Z-Eves prover for \text{ModifyDeath2}.

In summary, this section shows that dynamic properties expressed on a pair of states can be exploited in the development of a Z specification. It requires the development of adequate tools which either complete existing specifications with these additional constraints or generate proof obligations.

\^[4]: In recent evolutions of Z, this can be restricted to the operations that access the death variable in Δ mode.
In a context where implementations are developed by refinements of the specification, these two approaches (additional constraints and proof obligations) are somehow equivalent. If the additional constraints approach is chosen, it boils down to consider more complex proofs during refinements. In a context where the specification only serves as a reference document and where no consistency proof is performed on the specification, the additional constraint approach would probably be adopted because it does not require a proof activity.

3.4 Temporalities on relations

Temporalities on relations can be treated in a similar way. Roughly speaking, the temporality on $\text{InstancesOfFlight}$ requires that once a flight has corresponding instances, it keeps at least one instance. This can be expressed by the following property:

$$\text{dom } \text{InstancesOfFlight} \subseteq \text{dom } \text{InstancesOfFlight}'$$

The property expresses that the domain of the function may only increase. As soon as the function is defined for a given flight, it will remain defined. Moreover, the constraints of the $\text{FlightInstanceRel}$ schema make it impossible for a flight to be associated to an empty set of instances, because the domain of $\text{InstancesOfFlight}$ is the range of $\text{FlightOfInstance}$.

Actually, this property may be too strong because it does not allow to delete a flight from the information system. It can be weakened into:

$$(\text{dom } \text{InstancesOfFlight} \cap \text{Flight'}) \subseteq (\text{dom } \text{InstancesOfFlight}' \cap \text{Flight'})$$

In this constraint, we only take into account the flights that remain after the operation. These flights are collected into the set $\text{Flight'}$ which is the extension of flights. Since $\text{dom } \text{InstancesOfFlight}'$ is necessarily included in $\text{Flight'}$, this can be simplified into:

$$(\text{dom } \text{InstancesOfFlight} \cap \text{Flight'}) \subseteq \text{dom } \text{InstancesOfFlight}'$$

3.5 Translation of existential dependency

A similar approach can be adopted for the expression of existential dependency. Let us start with a simplified version of existential dependency where the association between a room and a center may never change: the room is defined and definitely associated to a center. If we don’t allow the deletion of rooms or centers, we have the following property:

$$\text{CenterOfRooms} \subseteq \text{CenterOfRooms}'$$

This property expresses that the only evolution of the function is to add new associations between rooms and centers. Let us now express that some deletions may occur:

$$(\text{dom } \text{CenterOfRooms}') \triangleleft \text{CenterOfRooms} \subseteq \text{CenterOfRooms}'$$

Here, $(\text{dom } \text{CenterOfRooms}') \triangleleft \text{CenterOfRooms}$ is the initial function whose domain is restricted to the final domain, i.e. the remaining rooms in the final state. The property requires inclusion of the initial and final functions for the final domain. It allows to delete rooms, but also conference centers. If a conference center is deleted, then the corresponding rooms may not remain in the domain of the function, because the constraint would require these rooms to be associated to the previous conference center.
Still, this constraint does never allow to modify the assignment of rooms to conference centers. The semantics of composition allow such a change of parts when the whole is not deleted. The following property is weaker and expresses existential dependency:

$$\text{dom}(\text{CenterOfRooms} \ni \text{ran} \text{CenterOfRooms}') \cap \text{dom} \text{CenterOfRooms}' = \emptyset$$

Here, $\text{CenterOfRooms} \ni \text{ran} \text{CenterOfRooms}'$ is the initial function where the associations to remaining conference centers have disappeared. Taking the domain of this function returns the set of rooms whose conference center has been deleted. The property expresses that these rooms no longer appear in the domain of the final function. In other words, all rooms associated to deleted conference centers have been suppressed.

Once again, we see that it is possible to express interesting dynamic properties by constraining a pair of states. These constraints can now be included in the specification of all operations that modify the composition relation, or can be used in corresponding proof obligations.

4 Conclusion

This paper has shown that the semantics of static diagrams, such as the UML class diagram, may involve some dynamic properties. Languages like Z which are mainly aimed at the expression of invariant properties still enable to translate part of the semantics of these constructs. The basic idea is to capture dynamic behaviours by constraints on pairs of states.

These dynamic constraints are associated to variables of the specification (attributes, functions,...). They can be included in the Z specification either as additional predicates in the definition of operations or as proof obligations on the operations. A similar approach has been adopted by Habrias and Griech who translate dynamic constraints in B as a combination of constraints and proof obligations [HG97].

In order to ensure that the constraints are taken into account by all operations, it is necessary to be very systematic. The systematic inclusion of constraints in operation specifications or the generation of the proof obligations should better be automatized by a tool. RoZ can be extended to become one of these tools.

This paper has made the deliberate choice to stick with Z as a target language because it provides satisfactory answers to a majority of concerns of the RoZ project. One may also reconsider the choice of the target language and chose a language which better integrates dynamic properties of operations with the description of complex data structures, like the combination of TLA with Z [Lam94b, Lam94a], or the evolution of the B method to dynamic properties [AM98].

Eventualities The translation of temporalities into constraints on pairs of states does not carry the full semantics of the construct. Fig. 6 has shown that these constraints correspond to the specification of a state machine but do not express the eventual character associated to the temporality construct. Actually Z does not permit to specify eventualities, because it can not express properties on the future. Still, based on the temporalities expressed in the diagram, it may be wise to generate the specification of some observation operations. For example, the following operation returns the set of flights which have not yet been associated to a first instance.
The operation simply returns the elements of the extension of flights which are not in the domain of the function. Such an operation may be very useful for the administrator of the information system, because it points out the set of flights which don’t satisfy the dynamic constraint yet. The administrator can then take the necessary actions, if needed.

**Variants of dynamic properties** Temporalities and existential dependency are two examples of dynamic constraints. In ZSP and UML, they correspond to the semantics of graphical elements of the static diagrams. We have also seen that several dynamic properties could be considered. Existential dependency can be translated in two different ways. The weakest definition simply requires that parts of a deleted whole are deleted also; the strongest definition further constrains parts to be associated to a unique whole during their lifetime. Choosing the right property helps identifying the precise nature of the composition association in the context of a given modelisation. Such an integration of formal methods into graphical formalisms improves the semantical awareness of the analyst.

One may also wish to generalize this notion and permit to express dynamic properties which do not necessarily correspond to graphical elements. This would lead to associate arbitrary dynamic properties to variables or schemas of the specification.

Still, one must take care that the properties expressed on a pair of initial and final states are not necessarily preserved by consecutive applications of operations. If a constraint holds between instants 1 and 2, and between instants 2 and 3, it does not necessarily hold between 1 and 3. This is the case for existential dependency. Let us consider the example of Fig. 2. A first operation can delete ConfCenter1, Room1, and Room2, satisfying the existential dependency constraint. Then a second operation can recreate Room2 and link it to ConfCenter2. Individual operations satisfy the constraint, but not their composition. Other constraints stated in this paper feature this transitivity property. For example, the dynamic constraints expressed on the death attribute are preserved by consecutive applications of operations. For each dynamic constraint \( D \) in a given specification, the analyst should check whether it satisfies the transitivity property or not. Once again, he should take benefit of tools that would systematically generate a proof obligation to show this transitivity, and possibly submit it to a theorem prover.

In summary, dynamic constraints offer an interesting specification construct in the context of model-based methods such as Z or B. But they require the help of tools to help understand them precisely and to support their systematic and rigorous use.
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