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ABSTRACT
Some IR models make use of an implication to match a docu-
ment d and a query q, computing either “q implies d” (e.g. in
fuzzy inclusion models) or, the other way, “d implies q” (e.g.
in logical IR models). This paper analyzes, from a theoreti-
cal point of view, the IR models using both approaches. Even
if the above notations seem to be opposite, it is shown that
they sometimes come from different formulations of the same
paradigm, which led to mistakes in the literature. Then the
paper comes back to fuzzy models based on “q implies d” (q
included in d) and shows their efficiency, and compares them
to models based on “d implies q” (d included in q). The latter
is attractive from a theoretical point of view, but turns out
to be less efficient in practice, and is rarely adopted in the
literature. At last, attempts to use “d implies q” in a fuzzy
model are discussed, and we try to explain their inefficiency.
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1. INTRODUCTION
Since the work by van Rijsbergen [14] in 1986, several In-

formation Retrieval (IR) models have used an implication to
determine if a document d is relevant to a query q. Some-
times, this implication is used to model the inclusion of single
query terms in a document (if the term is in the query, then

it should be in the document). This inclusion is denoted by
q → d [12, 3]. In logical IR models, the relevance of a doc-
ument to a given query is modeled by the notion of logical
consequence: the query should be a logical consequence of a
relevant document. This is denoted by d → q [7]. Although
the above approaches are the main ones using an implication,
others have appeared in the literature. Depending on the
considered implication, logic and kind of relevance, one can
find either the notation d → q or q → d in the literature. In-
terestingly, the two notations, which seem to be diametrically
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opposed, have been implemented in systems whose function-
ing does not always seem so different.

From these observations, the main goal of this paper is to
list and study, from a theoretical point of view, the different
uses of implication in the IR literature. It is interesting to
understand the basis of the different approaches, the differ-
ent ways an implication is used, and to point out their shared
properties and differences. Thus, the different formalisms us-
ing an implication are briefly exposed and explained.

Usually, the two aforementioned notations are used in dif-
ferent approaches. For instance, when the implication is used
to represent set inclusion, the inclusion degree of a query in
a document, or of a document in a query are two different,
complementary approaches to determine the relevance of a
document. However, more surprisingly, these two notations
d → q and q → d sometimes represent equivalent approaches,
just modeled differently. As a bad consequence, the same no-
tation sometimes represents different approaches, which leads
to confusion, and sometimes to mistakes, as in [11].

At last, this paper comes back to the fuzzy extension of the
Boolean model developed in [12, 3], where the implication is
used to compute the inclusion degree of a query in a docu-
ment, whose efficiency has been shown in [1]. Then, the last
part tries to show why the dual approach, which consists in
computing an inclusion degree of a document in a query is
more tricky to exploit, and has not produced an efficient IR
model despite its theoretical attractiveness.

2. IR LOGICAL APPROACHES

2.1 IR logical models in the literature
IR logical models have been studied by many authors dur-

ing the 90s. Keith van Rijsbergen was among the first to
propose a logical interpretation of information retrieval, us-
ing the concept of implication: a query is implied by a doc-
ument, d → q, where → is an implication operator from the
considered logic [14]. Logical approaches are founded on the
representation of both the documents and queries by logical
formulae from the considered logic. Thus, the implication
should not be the material implication from classical logic.
This is an important point in the proposition of van Rijsber-
gen: the choice of the good operator depends on the logic
used in the formalization process. He pointed out that a
non-classical logic is probably more accurate to model the IR
process. This is why, in his proposition, the implication of the
query by a document is associated with a probability degree:



P (d → q). From this first work, several authors have studied
the role logic may play in IR models. An overview, and a
fine analysis of the different approaches in the literature have
been proposed by Sebastiani [13] and Lalmas [7].

Logical models proposed in the literature differ on two main
aspects: the logical state of the formula d → q used to deter-
mine if the document is relevant, and the logic L chosen.

As to the first aspect, the mechanism used to determine
the relevance of a document d to a query q depends on the
interpretation of the formula d → q. As recalled in [13], the
possible interpretations are:

• d → q is true in some particular interpretation of the
chosen logic [10, 5],

• d is a logical consequence of q in the logic L,

• the formula d → q is valid in L [8],

• q can be derived from d in L [15, 4],

• d → q is a theorem of L.

Even if logical consequence, validity, derivability and theo-
remhood are equivalent in sound and complete logics, these
notions may encompass rather different meanings, depending
on the considered logic L. Then, any IR model should take
this semantics into account, and choose the way to compute
the relevance of a document d accordingly. However, the no-
tion of validity is the most widely used.

A second difference between the proposed approaches is the
kind of logic chosen to model the IR process. For instance,
there are propositions founded on modal logic, logical imag-
ing, terminological logic [10, 6, 8]. Nie also proposed a meta-
model based on modal logic, in order to redefine existent IR
models using logic [9]. He considered the two approaches de-
noted d → q and q → d. The former is linked to the concept of
exhaustivity, and the latter to the concept of specificity. Nu-
merous kinds of logic have been used (or at least proposed in
theoretical studies), taking advantage of their various proper-
ties. The reader can refer to [7] for an overview of these logics,
and their advantages in an IR model. Despite these numerous
studies, IR logical models are seldom used in practice.

2.2 Principles of IR logical models
This section briefly explains the principles of IR logical

models, using propositional logic for the sake of simplicity.
In this approach, documents and query are represented by

logical formulae (hence the name), and most of the time a
conjunction of the index terms they contain. For instance,
a document di defined by the set of terms {t1, t2, t3, t5} is
represented by the formula di = t1 ∧ t2 ∧ t3 ∧ t5. Although
it can be represented by a more general formula, a query q is
often a conjunction of terms as in “bag of words”-like models.

In order to determine if di is relevant to q, a logical IR
model checks the status of the formula di → q. As stated
above, it can be done in four ways, which are equivalent in
propositional logic. The first ones come from model theory:

• � di → q: formula di → q is valid (i.e., true whatever
the truth of terms tj),

• di � q: formula q is a logical consequence of di (i.e.,
valuations satisfying di also satisfy q).

The two others come from proof theory:

• ⊢ di → q: formula di → q is a theorem
”

• di ⊢ q, formula q may be derived from formula di (using
a proof method).

With other logics, more accurate in IR, these methods may
not be equivalent (or even feasible). See [7] for examples.

3. SET-ORIENTED APPROACHES

3.1 Inclusion and Boolean models
Considering that documents and queries are sets of terms,

inclusion can be seen as a simple IR method : a document
is relevant if and only if it contains all the query terms. Let
di, i ∈ {1, . . . , n} be the n documents from collection C, q
the query, and t ∈ T the index terms, then the relevance of
document di is given by the inclusion formula:

∀t ∈ T, (t ∈ q) ⇒ (t ∈ di) . (1)

It corresponds to the division operation from relational alge-
bra, as it answers the relational query: “what are the docu-
ments containing all the query terms?” (see [3] for details).

The first IR model, the well-known Boolean model, is
founded on this inclusion model from set theory, and on
Boolean Logic (in order to allow more general queries). In
this model, a document is a set of words, but a query is a
logical formula made of terms linked by AND, OR, NOT op-
erators, which can be written in disjunctive normal form. A
document is relevant iff, for at least one of the conjunctive
clauses of the query, all the non-negated terms are included
in the document and all the negated terms are not included
in it.

This method has well-known drawbacks, as for instance:
i) document and query terms cannot be weighted, and then
their varying importance cannot be taken into account, ii)
there is no inclusion degree of a query term in the document,
iii) a document is judged irrelevant if just one required term
is absent from the document (or if just one negated term
is present), iv) as a consequence relevant documents cannot
be ordered. To overcome these limitations, extensions have
been proposed, using term weights and computing relevance
degrees.

3.2 Gradual implication-based IRS
In [12], a new way to use logic in IR was proposed. In con-

trast with logical models, the implication → is viewed as the
material implication. Based on the analysis of the Boolean
model, this approach does not connect the entire document
di to the entire query q, as logical models do, but it connects
one term t from the query with the same term t from the doc-
ument: q(t) → di(t). The correspondence between a query
and a document, at the terms level, is assessed by the truth
degree of the implication, with the interpretation given by the
query and document (i.e., q(t) is true if t belongs to query q,
and di(t) is true if t belongs to document di). The way the
implication is written comes naturally from the modeling of
the relevance concept in the Boolean model, where a docu-
ment is relevant to a query if its representation contains the
query terms.

Independently, this approach was proposed again, two years
ago [3]. The authors had worked for several years on the di-
vision of fuzzy relations in a fuzzy databases framework (e.g.,
[2]). Then, noticing that the Boolean IR model is linked to the
division of relations in databases, they envisioned that the di-
vision of fuzzy relations could correspond to a good IR model.



However, this model was just a theoretical proposition, and
was not experimentally validated. It has been implemented,
tested and validated last year [1].

While the Boolean model computes the inclusion of the
query in the document (in case of conjunctive queries1), its
fuzzy extension computes an inclusion degree which makes it
possible to order the relevant documents. Queries and docu-
ments are represented by fuzzy sets on the universe of index
terms T . For instance, a query q is represented by the set
{αj/tj , j = 1, . . . , m}, where αj/tj means that the term tj

belongs to the query to the degree αj . This degree, or weight,
αj is often denoted by µq(tj), the membership degree of term
tj to the query q. Similarly, a document di is a fuzzy set on T ,
and µdi

(tj) if the membership degree of term tj to this docu-
ment. These membership degrees correspond to the weights
of the queries and documents terms in usual IR models, but
they belong to the unit interval [0, 1] (as membership grades
do), while term weights are more general real values.

The formula that describes the computation of the inclusion
degree is a straightforward extension of expression (1):

Incq(di) = ⊤t∈q

`

µq(t) → µdi
(t)

´

, (2)

where ⊤ is a t-norm (a fuzzy conjunction) and → is a fuzzy
implication. There is a close link between this formula, and
score formulae in classical IRSs like Okapi, as:

• the fuzzy implication → corresponds to the matching
function between the weight of a term in a query, and its
weight in the document, used to compute an individual
term score;

• the t-norm ⊤ corresponds to the aggregation function
computing a document score from the terms scores.

The experimental validation reported in [1] has shown the
importance of well choosing the fuzzy matching and aggre-
gation operators, among the wide range of available fuzzy
operators. First, the semantics of the term weights in the
query depends on the kind of fuzzy implication (importance
with S-implication, and threshold with R-implications). Sec-
ond, the implication and t-norm must have good properties
in order to obtain an efficient system, competing with Okapi.

4. QUERY INCLUDED IN DOCUMENT
In most IR models based on an implication, the relevance

degree is an inclusion degree of the query in the document.
In the previous sections, two kinds of IR approaches, both

founded on logic, have been presented (the set-based mod-
els as the Boolean model, and the logical models). At first
glance, these approaches seem opposed, as they lead to op-
posite formalizations: q → di or di → q. However, it can be
shown that it is just a matter of notation, and that the logi-
cal IR model based on propositional logic corresponds to the
Boolean IR model. The difference is due to the formalization
process, in which di and q do not represent the same thing in
the two approaches. This equivalence can be formally shown.
However, for the sake of brevity, it is just shown intuitively
for conjunctive queries.

In the Boolean model, a document is relevant if it contains
all of the query terms. In the logical model a document is
relevant if for each valuation satisfying di (i.e., when all the

1Without a loss of generality, only bag-of-words-like conjunc-
tive queries are considered from now on, in order to simplify
notations and explanations.

document terms are true) formula q is also true. When q is a
conjunction of the terms it contains, it is true only if all its
terms are true, and for that they have to be in the document.
This means, as in the Boolean model, that the query terms
must be in the document.

Formulas differ, but the condition is the same. If di → q is
a good notation for logical models, where di and q represent
the entire document and query, q(t) → di(t) (and maybe
∀t, q(t) → di(t)) would be better for set-based models, where
implication is at the terms level. It will be used from now on.

If the Boolean model is inefficient, its fuzzy extension can
compete with Okapi, when the operators and weights are
well chosen [1].

5. DOCUMENT INCLUDED IN QUERY
Only few studies have aimed at extending the paradigm

di → q, in the sense of di ⊆ q. This section first reviews the
work by Oussalah et al. [11], then our implementation of the
approach. It also tries to show why they yield bad results.

5.1 A debatable approach
In the paper entitled “Personalized information retrieval

system in the framework of fuzzy logic”, Oussalah et al. claim
to implement an IR search model based on the paradigm di →
q, in the sense of di ⊆ q.

This work is interesting as it is one of the very few studies
trying to do so. It also provides interesting insights on the use
of fuzzy logic in IR. Unfortunately, it seems that the authors
have adopted this approach by bundling the notations di → q
and q(t) → di(t). The implication-based formula at the heart
of their system has undergone an ad hoc modification leading
to a model different from that announced, and was compared
to a Boolean system only.

Starting from the Boolean model, their work tries to extend
it using fuzzy logic. As in the Boolean model, the document
is considered as a set of terms, and a query is represented as
a set of index terms connected by logical operators like AND,
OR, NOT. However, it is explained that: “[...] a document
d answers a query q, if the implication D ⇒ Q holds, where
D and Q stand for some logical formula of document d and
query q [...]” which clearly references logical models, in which
queries and documents are logical formulae, and Q has to be
satisfied when D is.

Then, the authors implement the paradigm di(t) → q(t),
which computes an inclusion degree of a document in the
query. The degrees di(t) → q(t) are computed for each term
t, but are aggregated with a triangular conorm (a fuzzy OR),
specifically the max, while a real inclusion would rather use
a triangular norm (a fuzzy AND), as in formula (2). The
authors note, rightly so, that when a term t is absent from the
document and the query, the implication equals 1. But since 1
is the absorbing element of any t-conorm, the whole document
is thus considered fully relevant! Thus, they proposed an
ad hoc modification which reduces to replacing di(t) → q(t)
with min(di(t), q(t)), i.e. to replacing the implication with a
conjunction. And, for the sake of efficiency, the aggregation
operator max is replaced by the fuzzy algebraic sum, which
allows for a better ordering of relevant documents.

At last, their model is far from the announced paradigm.

5.2 Inconclusive attempts
This section reports some experiments related to our at-

tempt to implement the approach di(t) → q(t) by inverting



q(t) and di(t) in formula (2). Such an approach computes the
inclusion degree of the document in the query. It seems ob-
vious that the bigger the part of the document in the query,
the more relevant the document. However, a straight imple-
mentation, using the same conditions described in [1], and
just inverting the document and query in the formula, yields
very bad results: from −80% to −100% when compared with
Okapi (with the standard parameters).

Trying to understand why such bad results are obtained
compared to the dual approach is interesting. First, let us
examine the case q(t) → di(t). According to formula (2), the
scores of individual terms are computed and aggregated with
a fuzzy AND (a “good” one has to take into account every
term in the computation of the final score). Moreover, a doc-
ument term absent from the query gets the maximal score
1, which is the neutral element for the aggregation operator.
Thus, such terms do not contribute to the final score, which
can be computed from the terms in the query only. Among
these terms, those having a high weight in the document re-
ceive a high individual score, close to 1, the neutral element
for the aggregation (to simplify, query term-weights are as-
sumed to be 1 here). Conversely, terms from the query absent
from the document or present with a small weight receive a
small score close to 0. Due to the use of a t-norm, low-weight
terms have a stronger impact on the aggregation than those
with a high weight.

For example, let us consider a query of three terms, two
documents, and their respective individual term scores d1 =
{1, 1, 0.1}, d2 = {1, 0.4, 0.3}. With the t-norm product,
the final score of d1 is 0.1 whereas that of d2 is 0.12.

This behavior is opposed to the aggregation as performed
by efficient systems like BM-25 vector-space models in which
d1 would yield a better score than d2. Yet, if fuzzy-logic-based
systems perform well, it is due to the fact that documents are
compared on the same set of query terms. As the number of
query terms is constant, the number of these terms present in
the document is inversely proportional to the number of the
absent ones. Then, measuring the part of the query outside
the document, or the part of the query inside the document
lead to the same documents ranking.

Systems based on di(t) → q(t) work similarly. Document
terms absent or only slightly present in the query are those
having the strongest impact on the final score. But in this
case, the terms intervening in the score computation are those
from the document, not from the query. These terms are nu-
merous, and their number vary according to the document.
While we would like to measure the (fuzzy) quantity of doc-
ument terms which are also in the query, we actually mea-
sure the quantity of terms which are not in the query, which
also depends on the size of the document. A first idea to
solve this issue is to normalize the size of the document. The
(simple) normalization techniques (number of terms, sum of
weights. . . ) which have been tested improved the results but
not enough. Yet, several other techniques are still to be ex-
plored, but the structural issues described above make this
approach not as straightforward as the q(t) → di(t) approach.

6. CONCLUSION
This paper presented an overview on the use of implication

in IR models. It has been shown that notations which seem
to be opposed are sometimes only different formulations of
the same paradigm. Indeed, implications d → q from logical
models, and q(t) → d(t) from (fuzzy) set-based models, both

mean that query terms have to be included in the set of terms
associated with a document, for this document to be relevant.
This approach has been implemented in efficient IR systems.

The opposite inclusion, d(t) → q(t), although mentioned in
the literature, has rarely been used in practice (and sometimes
in a confused way). Even though it has not been efficiently
implemented, its underlying principle is still appealing. It
could be complementary to the q(t) → d(t) approach, either
by combining the results of both models, or using a bipolar
approach. Indeed, the inclusion degree of q in d can be in-
terpreted as a possibility degree for d to be relevant, and the
inclusion degree of d in q as a necessity degree. This is why
the d(t) → q(t) paradigm still deserves our attention.

Last, it has been shown that the Boolean model is equiva-
lent to the logical model when using propositional logic. How-
ever, the fuzzy extensions of these two models may be not
equivalent. Fuzzy-logic-based extensions of the logical mod-
els could lead to another interesting, and efficient IR model.
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