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2 Overall objectives

Hycomes was created a local team of the Rennes - Bretagne Atlantique Inria research center in 2013 and
has been created as an Inria Project-Team in 2016. The team is focused on two topics in cyber-physical
systems design:

• Hybrid systems modeling, with an emphasis on the design of modeling languages in which software
systems, in interaction with a complex physical environment, can be modelled, simulated and
verified. A special attention is paid to the mathematical rigorous semantics of these languages, and
to the correctness (wrt. such semantics) of the simulations and of the static analyses that must be
performed during compilation. The Modelica language is the main application field. The team
aims at contributing language extensions facilitating the modeling of physical domains which are
poorly supported by the Modelica language. The Hycomes team is also designing new structural
analysis methods for hybrid (aka. multi-mode) Modelica models. New simulation and verification
techniques for large Modelica models are also in the scope of the team.

• Contract-based design and interface theories, with applications to requirements engineering in the
context of safety-critical systems design. The objective of our research is to bridge the gap between
system-level requirements, often expressed in natural, constrained or semi-formal languages and
formal models, that can be simulated and verified.
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3 Research program

3.1 Hybrid Systems Modeling

Systems industries today make extensive use of mathematical modeling tools to design computer con-
trolled physical systems. This class of tools addresses the modeling of physical systems with models
that are simpler than usual scientific computing problems by using only Ordinary Differential Equations
(ODE) and Difference Equations but not Partial Differential Equations (PDE). This family of tools first
emerged in the 1980’s with SystemBuild by MatrixX (now distributed by National Instruments) followed
soon by Simulink by Mathworks, with an impressive subsequent development.

In the early 90’s control scientists from the University of Lund (Sweden) realized that the above
approach did not support component based modeling of physical systems with reuse 1. For instance, it
was not easy to draw an electrical or hydraulic circuit by assembling component models of the various
devices. The development of the Omola language by Hilding Elmqvist was a first attempt to bridge this
gap by supporting some form of Differential Algebraic Equations (DAE) in the models. Modelica quickly
emerged from this first attempt and became in the 2000’s a major international concerted effort with the
Modelica Consortium. A wider set of tools, both industrial and academic, now exists in this segment 2.
In the Electronic Design Automation (EDA) sector, VHDL-AMS was developed as a standard [64] and
also enables the use of differential algebraic equations. Several domain-specific languages and tools for
mechanical systems or electronic circuits also support some restricted classes of differential algebraic
equations. Spice is the historic and most striking instance of these domain-specific languages/tools 3.
The main difference is that equations are hidden and the fixed structure of the differential algebraic
results from the physical domain covered by these languages.

Despite these tools are now widely used by a number of engineers, they raise a number of technical
difficulties. The meaning of some programs, their mathematical semantics, is indeed ambiguous. A main
source of difficulty is the correct simulation of continuous-time dynamics, interacting with discrete-time
dynamics: How the propagation of mode switchings should be handled? How to avoid artifacts due to the
use of a global ODE solver causing unwanted coupling between seemingly non interacting subsystems?
Also, the mixed use of an equational style for the continuous dynamics with an imperative style for the
mode changes and resets, is a source of difficulty when handling parallel composition. It is therefore
not uncommon that tools return complex warnings for programs with many different suggested hints
for fixing them. Yet, these “pathological” programs can still be executed, if wanted so, giving surprising
results — See for instance the Simulink examples in [30], [21] and [22].

Indeed this area suffers from the same difficulties that led to the development of the theory of
synchronous languages as an effort to fix obscure compilation schemes for discrete time equation based
languages in the 1980’s. Our vision is that hybrid systems modeling tools deserve similar efforts in theory
as synchronous languages did for the programming of embedded systems.

3.2 Background on non-standard analysis

Non-Standard analysis plays a central role in our research on hybrid systems modeling [21, 30, 23, 22, 28],
[3]. The following text provides a brief summary of this theory and gives some hints on its usefulness in
the context of hybrid systems modeling. This presentation is based on our paper [2], a chapter of Simon
Bliudze’s PhD thesis [36], and a recent presentation of non-standard analysis, not axiomatic in style, due
to the mathematician Lindström [71].

Non-standard numbers allowed us to reconsider the semantics of hybrid systems and propose a
radical alternative to the super-dense time semantics developed by Edward Lee and his team as part of
the Ptolemy II project, where cascades of successive instants can occur in zero time by using R+×N as a
time index. In the non-standard semantics, the time index is defined as a set T= {n∂ | n ∈ ∗

N}, where ∂ is
an infinitesimal and ∗

N is the set of non-standard integers. Remark that (1) T is dense in R+, making it
“continuous”, and (2) every t ∈T has a predecessor inT and a successor inT, making it “discrete”. Although
it is not effective from a computability point of view, the non-standard semantics provides a framework

1Origins of Equation-Based Modeling
2SimScape by Mathworks, Amesim by LMS International, now Siemens PLM, and more.
3Such as the Spice3 electronic circuit simulator.
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that is familiar to the computer scientist and at the same time efficient as a symbolic abstraction. This
makes it an excellent candidate for the development of provably correct compilation schemes and type
systems for hybrid systems modeling languages.

Non-standard analysis was proposed by Abraham Robinson in the 1960s to allow the explicit ma-
nipulation of “infinitesimals” in analysis [82, 56, 52]. Robinson’s approach is axiomatic; he proposes
adding three new axioms to the basic Zermelo-Fraenkel (ZFC) framework. There has been much debate
in the mathematical community as to whether it is worth considering non-standard analysis instead
of staying with the traditional one. We do not enter this debate. The important thing for us is that
non-standard analysis allows the use of the non-standard discretization of continuous dynamics “as if” it
was operational.

Not surprisingly, such an idea is quite ancient. Iwasaki et al. [65] first proposed using non-standard
analysis to discuss the nature of time in hybrid systems. Bliudze and Krob [37, 36] have also used non-
standard analysis as a mathematical support for defining a system theory for hybrid systems. They discuss
in detail the notion of “system” and investigate computability issues. The formalization they propose
closely follows that of Turing machines, with a memory tape and a control mechanism.

3.3 Structural Analysis of DAE Systems

The Modelica language is based on Differential Algebraic Equations (DAE). The general form of a DAE is
given by:

F (t , x, x ′, x ′′, . . . ) (1)

where F is a system of ne equations { f1, . . . , fne } and x is a finite list of nv independent real-valued, smooth
enough, functions {x1, . . . , xnv } of the independent variable t . We use x ′ as a shorthand for the list of
first-order time derivatives of x j , j = 1, . . . ,nv . High-order derivatives are recursively defined as usual,

and x(k) denotes the list formed by the k-th derivatives of the functions x j . Each fi depends on the scalar
t and some of the functions x j as well as a finite number of their derivatives.

Let σi , j denote the highest differentiation order of variable x j effectively appearing in equation fi , or
−∞ if x j does not appear in fi . The leading variables of F are the variables in the set

{

x
(σ j )
j

|σ j = max
i

σi , j

}

The state variables of F are the variables in the set
{

x
(ν j )
j

| 0 ≤ ν j < max
i

σi , j

}

A leading variable x
(σ j )
j

is said to be algebraic if σ j = 0 (in which case, neither x j nor any of its derivatives

are state variables). In the sequel, v and u denote the leading and state variables of F , respectively.
DAE are a strict generalization of ordinary differential equations (ODE), in the sense that it may not be

immediate to rewrite a DAE as an explicit ODE of the form v =G(u). The reason is that this transformation
relies on the Implicit Function Theorem, requiring that the Jacobian matrix ∂F

∂v
have full rank. This is, in

general, not the case for a DAE. Simple examples, like the two-dimensional fixed-length pendulum in
Cartesian coordinates [79], exhibit this behaviour.

For a square DAE of dimension n (i.e., we now assume ne = nv = n) to be solved in the neighborhood
of some (v∗,u∗), one needs to find a set of non-negative integers C = {c1, . . . ,cn} such that system

F (C )
= { f

(c1)
1 , . . . , f

(cn )
n }

can locally be made explicit, i.e., the Jacobian matrix of F (C ) with respect to its leading variables, evaluated
at (v∗,u∗), is nonsingular. The smallest possible value of maxi ci for a set C that satisfies this property is
the differentiation index [45] of F , that is, the minimal number of time differentiations of all or part of the
equations fi required to get an ODE.

In practice, the problem of automatically finding a ”minimal” solution C to this problem quickly
becomes intractable. Moreover, the differentiation index may depend on the value of (v∗,u∗). This is
why, in lieu of numerical nonsingularity, one is interested in the structural nonsingularity of the Jacobian
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matrix, i.e., its almost certain nonsingularity when its nonzero entries vary over some neighborhood. In
this framework, the structural analysis (SA) of a DAE returns, when successful, values of the ci that are
independent from a given value of (v∗,u∗).

A renowned method for the SA of DAE is the Pantelides method; however, Pryce’s Σ-method is intro-
duced also in what follows, as it is a crucial tool for our works.

3.3.1 Pantelides method

In 1988, Pantelides proposed what is probably the most well-known SA method for DAE [79]. The leading
idea of his work is that the structural representation of a DAE can be condensed into a bipartite graph
whose left nodes (resp. right nodes) represent the equations (resp. the variables), and in which an edge
exists if and only if the variable occurs in the equation.

By detecting specific subsets of the nodes, called Minimally Structurally Singular (MSS) subsets, the
Pantelides method iteratively differentiates part of the equations until a perfect matching between the
equations and the leading variables is found. One can easily prove that this is a necessary and sufficient
condition for the structural nonsingularity of the system.

The main reason why the Pantelides method is not used in our work is that it cannot efficiently be
adapted to multimode DAE (mDAE). As a matter of fact, the adjacency graph of a mDAE has both its
nodes and edges parametrized by the subset of modes in which they are active; this, in turn, requires
that a parametrized Pantelides method must branch every time no mode-independent MSS is found,
ultimately resulting, in the worst case, in the enumeration of modes.

3.3.2 Pryce’s Sigma-method

Albeit less renowned that the Pantelides method, Pryce’s Σ-method [80] is an efficient SA method for
DAE, whose equivalence to the Pantelides method has been proved by the author. This method consists
in solving two successive problems, denoted by primal and dual, relying on the Σ-matrix, or signature

matrix, of the DAE F .
This matrix is given by:

Σ= (σi j )1≤i , j≤n (2)

where σi j is equal to the greatest integer k such that x(k)
j

appears in fi , or −∞ if variable x j does not

appear in fi . It is the adjacency matrix of a weighted bipartite graph, with structure similar to the graph
considered in the Pantelides method, but whose edges are weighted by the highest differentiation orders.
The −∞ entries denote non-existent edges.

The primal problem consists in finding a maximum-weight perfect matching (MWPM) in the weighted
adjacency graph. This is actually an assignment problem, for the solving of which several standard
algorithms exist, such as the push-relabel algorithm [63] or the Edmonds-Karp algorithm [58] to only
give a few. However, none of these algorithms are easily parametrizable, even for applications to mDAE
systems with a fixed number of variables.

The dual problem consists in finding the component-wise minimal solution (C ,D) = ({c1, . . . ,cn}, {d1, . . . ,dn})
to a given linear programming problem, defined as the dual of the aforementioned assignment problem.
This is performed by means of a fixpoint iteration (FPI) that makes use of the MWPM found as a solution
to the primal problem, described by the set of tuples {(i , ji )}i∈{1,...,n}:

1. Initialize {c1, . . . ,cn} to the zero vector.

2. For every j ∈ {1, . . . ,n},

d j ← max
i

(σi j + ci )

3. For every i ∈ {1, . . . ,n},

ci ← d ji
−σi , ji

4. Repeat Steps 2 and 3 until convergence is reached.
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From the results proved by Pryce in [80], it is known that the above algorithm terminates if and only if
it is provided a MWPM, and that the values it returns are independent of the choice of a MWPM whenever
there exist several such matchings. In particular, a direct corollary is that the Σ-method succeeds as long
as a perfect matching can be found between equations and variables.

Another important result is that, if the Pantelides method succeeds for a given DAE F , then the
Σ-method also succeeds for F and the values it returns for C are exactly the differentiation indices for
the equations that are returned by the Pantelides method. As for the values of the d j , being given by
d j = maxi (σi j + ci ), they are the differentiation indices of the leading variables in F (C ).

Working with this method is natural for our works, since the algorithm for solving the dual problem is
easily parametrizable for dealing with multimode systems, as shown in our recent paper [42].

3.3.3 Block triangular decomposition

Once structural analysis has been performed, system F (C ) can be regarded, for the needs of numerical

solving, as an algebraic system with unknowns x
(d j )
j

, j = 1. . .n. As such, (inter)dependencies between its

equations must be taken into account in order to put it into block triangular form (BTF). Three steps are
required:

1. the dependency graph of system F (C ) is generated, by taking into account the perfect matching

between equations f
(ci )

i
and unknowns x

(d j )
j

;

2. the strongly connected components (SCC) in this graph are determined: these will be the equation

blocks that have to be solved;

3. the block dependency graph is constructed as the condensation of the dependency graph, from the
knowledge of the SCC; a BTF of system F (C ) can be made explicit from this graph.

3.4 Contract-Based Design, Interfaces Theories, and Requirements Engineering

System companies such as automotive and aeronautic companies are facing significant difficulties due
to the exponentially raising complexity of their products coupled with increasingly tight demands on
functionality, correctness, and time-to-market. The cost of being late to market or of imperfections in the
products is staggering as witnessed by the recent recalls and delivery delays that many major car and
airplane manufacturers had to bear in the recent years. The root causes of these design problems are
complex and relate to a number of issues ranging from design processes and relationships with different
departments of the same company and with suppliers, to incomplete requirement specification and
testing.

We believe the most promising means to address the challenges in systems engineering is to employ
formal design methodologies that seamlessly and coherently combine the various viewpoints of the
design space (behavior, time, energy, reliability, ...), that provide the appropriate abstractions to manage
the inherent complexity, and that can provide correct-by-construction implementations. The following
issues must be addressed when developing new approaches to the design of complex systems:

• The overall design flows for heterogeneous systems and the associated use of models across
traditional boundaries are not well developed and understood. Relationships between different
teams inside a same company, or between different stake-holders in the supplier chain, are not
supported by precise mathematical specifications of the components each party is expected to
deliver.

• System requirements capture and analysis is in large part a heuristic process, where informal text
and natural language-based techniques in use today are facing significant challenges [67]. Formal
requirements engineering is in its infancy: mathematical models, formal analysis techniques and
links to system implementation must be developed.

• Dealing with variability, uncertainty, and life-cycle issues, such as extensibility of a product family,
are not well-addressed using available systems engineering methodologies and tools.
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The challenge is to address the entire process and not to consider only local solutions of methodology,
tools, and models that ease part of the design.

Contract-based design has been proposed as a new approach to the system design problem that is
rigorous and effective in dealing with the problems and challenges described before, and that, at the
same time, does not require a radical change in the way industrial designers carry out their task as it cuts
across design flows of different types. Indeed, contracts can be used almost everywhere and at nearly all
stages of system design, from early requirements capture, to embedded computing infrastructure and
detailed design involving circuits and other hardware. Intuitively, a contract captures two properties,
respectively representing the assumptions on the environment and the guarantees of the system under
these assumptions. Hence, a contract can be defined as a pair C = (A,G) of assumptions and guarantees
characterizing in a formal way 1) under which context the design is assumed to operate, and 2) what its
obligations are. Assume/Guarantee reasoning has been known for a long time, and has been used mostly
in software engineering [77]. However, contract-based design is not limited to types and values in a piece
of software. It can also be used to capture its performances (time, memory consumption, energy) and
reliability. This amounts to enrich a component’s interface with, on one hand, formal specifications of
the behavior of the environment in which the component may be instantiated and, on the other hand, of
the expected behavior of the component itself. To leverage contract-based reasoning as a technique of
choice for system engineers, we aim to develop:

• mathematical foundations of contracts, that enable the design of formal verification frameworks;

• System engineering methodologies and tools, that focus on requirements modeling, contract
specification and verification, at multiple abstraction levels.

A detailed bibliography on contract and interface theories for embedded system design can be found
in [4]. In a nutshell, contract and interface theories fall into two main categories:

Assume/guarantee contracts. By explicitly relying on the notions of assumptions and guarantees, A/G-
contracts are intuitive. This makes them appealing for the engineer. In A/G-contracts, assumptions
and guarantees are just properties regarding the behavior of a component and of its environment.
The typical case is when these properties are formal languages or sets of traces. This includes
the class of safety properties [68, 48, 76, 20, 50]. Contract theories were initially developed as
specification formalisms able to refuse some inputs from the environment [57]. A/G-contracts
were advocated in [31] and are is still a very active research topic, with several contributions dealing
with the timed [35] and probabilistic [43, 44] viewpoints in system design, and even hybrid systems
design [78].

Automata theoretic interfaces. Interfaces combine assumptions and guarantees in a single, automata
theoretic specification. Most interface theories are based on Lynch’s Input/Output Automata [75,
74]. Interface Automata [16, 15, 17, 46] focus primarily on parallel composition and compatibility:
two interfaces are compatible if there exists at least one environment where they can work together.
The idea is that the resulting composition exposes as an interface the needed information to
ensure that incompatible pairs of states cannot be reached. This can be achieved by using the
possibility, for an Interface Automaton, to refuse some inputs from the environment in a given
state. This amounts to the implicit assumption that the environment will never produce any of
the refused inputs, when the interface is in this state. Modal Interfaces [81] inherit from both
Interface Automata and the originally unrelated notion of Modal Transition System [70, 19, 38,
69]. Modal Interfaces are strictly more expressive than Interface Automata by decoupling the I/O
orientation of an event and its deontic modalities (mandatory, allowed or forbidden). Informally,
a must transition is offered in every component that realizes the modal interface, while a may

transition is optional. Research on interface theories is still very active. For instance, timed [18, 32,
34, 54, 53, 33], probabilistic [43, 55] and energy-aware [47] interface theories have been proposed
recently.

Requirements Engineering is one of the major concerns in large systems industries today, particularly
so in sectors where certification prevails [83]. Most requirements engineering tools offer a poor structuring
of the requirements and cannot be considered as formal modeling frameworks today. They are nothing
less, but nothing more than an informal structured documentation enriched with hyperlinks.
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We see Contract-Based Design and Interfaces Theories as innovative tools in support of Require-
ments Engineering. The Software Engineering community has extensively covered several aspects of
Requirements Engineering, in particular:

• the development and use of large and rich ontologies; and

• the use of Model Driven Engineering technology for the structural aspects of requirements and
resulting hyperlinks (to tests, documentation, PLM, architecture, and so on).

Behavioral models and properties, however, are not properly encompassed by the above approaches. This
is the cause of a remaining gap between this phase of systems design and later phases where formal model
based methods involving behavior have become prevalent. We believe that our work on contract-based
design and interface theories is best suited to bridge this gap.

3.5 Efficient Symbolic Computation for Sparse Systems

This project consists in exploiting the parsimony of sparse systems to accelerate their symbolic manip-
ulation (quantifiers elimination [51], differential-algebraic reductions [84] etc.). Let us cite two typical
examples as a motivation: Boolean functions (a ∨b ∧¬c) and polynomial systems with inequalities
(x2 + y ≤ 1∧x + y = 0). We seek precisely to decompose these systems, automatically, in order to be able
to manipulate them at an advantageous computational cost (in time and in memory) by attacking the
pieces thus obtained rather than considering the system as a single monolithic block.

The current algorithms suffer from a theoretical complexity that is at best exponential (in the size
of the input) limiting their use to instances of very modest size. The classic approach to overcome this
problem is to develop/use numerical methods (with their limits and intrinsic problems) when possible of
course. We aim to explore a different avenue.

In this project, we wish to exploit the structure of sparse systems to push the symbolic approach
beyond its theoretical limits (for this class). The a priori limited application of our methods for dense
systems is compensated by the fact that in practice, the problems are very often structured (in this regard,
let us content ourselves with quoting the SAT solvers which successfully tackle industrial instances of a
theoretically NP-complete problem).

The idea of exploiting the structure to speed up calculations that are a priori complex is not new. It
has notably been developed and successfully used in signal processing via Factor Graphs [73], where one
restricts oneself to local propagation of information, guided by an abstract graph which represents the
structure of the system overall. Our approach is similar: we basically seek to use expensive algorithms
sparingly on only subsystems involving only a small number of variables, thus hoping to reduce the
theoretical worst case. One could then legitimately wonder why it is not enough to apply what has already
been done on Factor Graphs? The difficulty (and the novelty for that matter) lies in the implementation
of this idea for the problems that interest us. Let’s start by emphasizing that the propagation of informa-
tion has a significantly different impact depending on the operator (or quantifier) to be eliminated: a
minimization or a summation do not look like a projection at all! This will obviously not prevent us from
importing good ideas applicable to our problems and vice versa.

More related to symbolic computation, to our knowledge, at least two recent attempts exist: chordal
networks [49] which propose a representation of the ideals of the ring of polynomials (therefore algebraic
sets), and triangular block shapes [86], initiated independently and under development in our team and
which tackle Boolean functions, or, if you will, the algebraic sets over the field of Booleans. The similarity
between the two approaches is striking and suggests that there is a common way of doing things that
could be exploited beyond these two examples. It is this unification that interests us in the first place in
this project.

We identify three research problems to explore:

T1. Unify several optimization problems on graphs as a single problem parameterized by a cost
function.

T2. Adapt (and possibly improve) the algorithm of [85] to WAP and consequently to all instances of the
single problem detailed in T1.
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T3. Propose a unified and modular method consisting of: (1) an elimination algorithm, (2) a data
structure and (3) an efficient algorithm to solve the problem (with a cost function adequate).

The work on chordal networks and our work on Boolean functions immediately become special cases.
For example, for Boolean functions, one could use Binary Decision Diagrams (BDDs) [39] to represent
each piece of the initial system thus obtained. In fact, the final representation will no longer be a single
monolithic BDD as is currently the case, but rather a graph of BDDs. In the same way, an algebraic set
will be represented by a graph where each node is a Gröbner basis (or any other data structure used to
represent systems of equations).

The structure of the system becomes thus apparent and is exploited to optimize the used represen-
tation, opening the way to a better understanding and therefore to a more efficient and better targeted
manipulation. Let’s remember a simple fact here: symbolic manipulation often solves the problem
exactly (without approximation or compromise). Therefore, pushing the limits of applicability of these
techniques to scale them can only be appreciated and will undoubtedly have a significant impact on all
the areas where they apply and the list is as long as it is varied. (compilation, certification, validation,
synthesis, etc.).

4 Application domains

The Hycomes team contributes to the design of mathematical modeling languages and tools, to be used
for the design of cyberphysical systems. In a nutshell, two major applications can be clearly identified: (i)
our work on the structural analysis of multimode DAE systems has a sizeable impact on the techniques to
be used in Modelica tools; (ii) our work on the verification of dynamical systems has an impact on the
design methodology for safety-critical cyberphysical systems. These two applications are detailed below.

4.1 Modelica

Mathematical modeling tools are a considerable business, with major actors such as MathWorks, with
Matlab/Simulink, or Wolfram, with Mathematica. However, none of these prominent tools are suitable for
the engineering of large systems. The Modelica language has been designed with this objective in mind,
making the best of the advantages of DAEs to support a component-based approach. Several industries
in the energy sector have adopted Modelica as their main systems engineering language.

Although multimode features have been introduced in version 3.3 of the language [59], proper tool
support of multimode models is still lagging behind. The reason is not a lack of interest from tool vendors
and academia, but rather that multimode DAE systems poses several fundamental difficulties, such
as a proper definition of a concept of solutions for multimode DAEs, how to handle mode switchings
that trigger a change of system structure, or how impulsive variables should be handled. Our work on
multimode DAEs focuses on these crucial issues [29].

Thanks to our IsamDAE software [42, 40], a larger class of Modelica models are expected to be
compiled and simulated correctly. This should enable industrial users to have cleaner and simpler
multimode Modelica models, with dynamically changing structure of cyberphysical systems. On the
longer term, our ambition is to provide efficient code-generation techniques for the Modelica language,
supporting, in full generality, multimode DAE systems, with dynamically changing differentiation index,
structure and dimension.

4.2 Dynamical Systems Verification

In addition to well-defined operational semantics for hybrid systems, one often needs to provide formal
guarantees about the behavior of some critical components of the system, or at least its main underlying
logic. To do so, we are actively developing new techniques to automatically verify whether a hybrid system
complies with its specifications, and/or to infer automatically the envelope within which the system
behaves safely. The approaches we developed have been already successfully used to formally verify the
intricate logic of the ACAS X, a mid-air collision avoidance system that advises the pilot to go upward
or downward to avoid a nearby airplane which requires mixing the continuous motion of the aircraft
with the discrete decisions to resolve the potential conflict [66]. This challenging example is nothing
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but an instance of the kind of systems we are targeting: autonomous smart systems that are designed
to perform sophisticated tasks with an internal tricky logic. What is even more interesting perhaps is
that such techniques can be often "reverted" to actually synthesize missing components so that some
property holds, effectively helping the design of such complex systems.

5 Social and environmental responsibility

5.1 Impact of research results

The expected impact of our research is to allow both better designs and better exploitation of energy
production units and distribution networks, enabling large-scale energy savings. At least, this is what
we could observe in the context of the FUI ModeliScale collaborative project (2018–2021), focused on
electric grids, urban heat networks and building thermal modeling.

The rationale is as follows: system engineering models are meant to assess the correctness, safety
and optimality of a system under design. However, system models are still useful after the system has
been put in operation. This is especially true in the energy sector, where systems have an extremely long
lifespan (for instance, more than 50 years for some nuclear power plants) and are upgraded periodically,
to integrate new technologies. Exactly like in software engineering, where a software and its model
co-evolve throughout the lifespan of the software, a co-evolution of the system and its physical models
has to be maintained. This is required in order to maintain the safety of the system, but also its optimality.

Moreover, physical models can be instrumental to the optimal exploitation of a system. A typical
example are model-predictive control (MPC) techniques, where the model is simulated, during the
exploitation of the system, in order to predict system trajectories up to a bounded-time horizon. Optimal
control inputs can then be computed by mathematical programming methods, possibly using multiple
simulation results. This has been proved to be a practical solution [62], whenever classical optimal control
methods are ineffective, for instance, when the system is non-linear or discontinuous. However, this
requires the generation of high-performance simulation code, capable of simulating a system much
faster than real-time.

The structural analysis techniques implemented in IsamDAE [42] generate a conditional block de-
pendency graph, that can be used to generate high-performance simulation code : static code can be
generated for each block of equations, and a scheduling of these blocks can be computed, at runtime, at
each mode switching, thanks to an inexpensive topological sort algorithm. Contrarily to other approaches
(such as [61]), no structural analysis, block-triangular decompositions, or automatic differentiation has
to be performed at runtime.

6 Highlights of the year

Members of the Hycomes team have contributed to two journal papers in 2022:

• An extended version of our three Modelica’21 papers [27, 26, 41] has been assembled and published
as a 63 pages long journal paper [7] —more details in Section 8.1. This paper also details the use of
CoSTreD [14] (see also Section 8.2), a message-passing technique, decomposing the resolution of
constraint systems into the resolution of several, smaller systems, and that turns out to be instru-
mental to reduce the empirical computational complexity of the multimode Pryce index-reduction
method, implemented in the IsamDAE software (Section 7.1.1). An open-source implementation
of CoSTreD is available in the Snowflake OCaml library (Section 7.1.2).

• Two characterizations of positive invariance of sets for systems of ordinary differential equations are
proposed in [8]. Although these characterizations are essentially equivalent, they lead to different
decision procedures for polynomial differential equations —see Section 8.4.
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7 New software and platforms

7.1 New software

7.1.1 IsamDAE

Name: Implicit Structural Analysis of Multimode DAE systems

Keywords: Structural analysis, Differential algebraic equations, Multimode, Scheduling, Consistent
initialization, Code generation

Scientific Description: Modeling languages and tools based on Differential Algebraic Equations (DAE)
bring several specific issues that do not exist with modeling languages based on Ordinary Differ-
ential Equations. The main problem is the determination of the differentiation index and latent
equations. Prior to generating simulation code and calling solvers, the compilation of a model
requires a structural analysis step, which reduces the differentiation index to a level acceptable by
numerical solvers.

The Modelica language, among others, allows hybrid models with multiple modes, mode-dependent
dynamics and state-dependent mode switching. These Multimode DAE (mDAE) systems are much
harder to deal with. The main difficulties are (i) the combinatorial explosion of the number of
modes, and (ii) the correct handling of mode switchings.

The IsamDAE software aims at providing a compilation chain for mDAE-based modeling languages
that make it possible to efficiently generate correct simulation code for multimode models. Novel
structural analysis methods for mDAE systems were designed and implemented, based on an
implicit representation of the varying structure of such systems. Several standard algorithms,
such as J. Pryce’s Sigma-method and the Dulmage-Mendelsohn decomposition, were adapted to
the multimode case, using Binary Decision Diagrams (BDD) to represent the mode-dependent
structure of an mDAE system.

IsamDAE determines, as a function of the mode, the set of latent equations, the leading variables
and the state vector. This is then used to compute a conditional dependency graph (CDG) of the
system, that can be used to generate simulation code with a mode-dependent scheduling of the
blocks of equations. The software is also fit for generating simulation code for the hybrid dynamical
system simulation tool Siconos, as well as handling the structural analysis of the multimode
consistent initialization problem associated with an mDAE system.

Functional Description: IsamDAE (Implicit Structural Analysis of Multimode DAE systems) is a software
library implementing new structural analysis methods for multimode DAE systems, based on an
implicit representation of incidence graphs, matchings between equations and variables, and
block decompositions. The input of the software is a variable dimension multimode DAE system
consisting in a set of guarded equations and guarded variable declarations. It computes a mode-
dependent structural index reduction of the multimode system and is able to produce a mode-
dependent graph for the scheduling of blocks of equations in long modes, check the structural
nonsingularity of the associated consistent initialization problem, or generate simulation code for
the nonsmooth dynamical system simulation tool Siconos.

IsamDAE is coded in OCaml, and uses the following packages: GuaCaml by Joan Thibault, MLBDD
by Arlen Cox, Menhir by François Pottier and Yann Régis-Gianas, Pprint by François Pottier,
Snowflake by Joan Thibault, XML-Light by Nicolas Cannasse and Jacques Garrigue.

Release Contributions: New features:

* XML representations of the structure of a multimode DAE model are accepted as inputs by the
IsamDAE tool, in order to enable weak coupling with tools based on existing DAE-based languages.
IsamDAE distinguishes between MEL and XML inputs based on the extension of the input file (.mel
versus .mdae.xml).

Bug fixes:
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* A better handling of the model structure for consistent initialization prevents subtle bugs that
were observed for a few models and initial events. Specific error messages are returned when initial
equations involve variables that are not active in the corresponding modes.

Performance improvement:

* Better handling of sets of equations/variables labeled with propositional formulas, thanks to an
adapted data structure.

Various:

* Verbosity option -v now takes as a parameter an integer ranging from 0 ("quiet") to 5 ("deep
debug"). The detailed output of CoSTreD is only available in "deep debug" mode.

News of the Year: XML inputs representing the mode-dependent structure of a multimode DAE sys-
tem are now handled by IsamDAE, enabling for the weak coupling with existing modeling and
simulation tools for DAE-based languages such as Modelica.

URL: https://team.inria.fr/hycomes/software/isamdae/

Publications: hal-03768331, hal-02572879, hal-03320499, hal-02476541

Contact: Benoit Caillaud

Participants: Benoit Caillaud, Mathias Malandain, Joan Thibault, Alexandre Rocca, Bertrand Provot

7.1.2 snowflake

Name: Snowflake : A Generic Symbolic Dynamic Programming framework

Keywords: Ocaml, Symbolic computation, Binary decision diagram

Scientific Description: Complex systems (either physical or logical) are structured and sparse, that is,
they are build from individual components linked together, and any component is only linked to
rather small number of other components with respects to the size of the global system.

RBTF exploits this structure, by over-approximating the relations between components as a tree
(called decomposition tree in the graph literature) each node of this tree being a set of components
of the initial systems. Then, starting from leaves, each sub-system is solved and the solutions are
projected as a new constraints on their parents node, this process is iterated until all sub-systems
are solved. This step allows to condensate all constraints and check their satisfiability. We call this
step the **Forward Reduction Process** (FRP).

Finally, we can propagate all the constraints back into their initial sub-system by performing those
same projection in the reverse direction. That is, each sub-system update its set of solution given
the information from its parent then send the information to its children sub-systems (possibly
none, if its a leaf). We call this step the **Backward Propagation Process** (BPP).

Functional Description: Snowflake interfaces a WAP-solver (Weighted Adjacency Propagation problem),
a functor-based implementation of CoSTreD (Constraint System Tree Decomposition), along with
a minimalist MLBDD (Arlen Cox’s BDD package) toolbox.

Release Contributions: 2022/07 : published Research Report 9478 (https://hal.archives-ouvertes.fr/hal-
03740562/) 2022/06/30 : renamed RBTF into CoSTreD 2022/06/19 : added basic constraint system
export 2022/06/02 : add small graphviz interface 2022/06/02 : added small graphviz interface
2022/06/02 : added sorted test on input to MlbddUtils.subst

URL: https://gitlab.com/boreal-ldd/snowflake/-/wikis/home

Authors: Joan Thibault, Joan Thibault

Contact: Joan Thibault
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8 New results

8.1 Handling Multimode Models and Mode Changes in Modelica

Participants: Albert Benveniste, Benoît Caillaud, Mathias Malandain, Joan Thibault.

Since version 3.3, the Modelica language offers the possibility of specifying multimode dynamics, by
describing state machines with different DAE dynamics in each different state [60]. This feature enables
describing large complex cyber-physical systems with different behaviors in different modes.

While being undoubtedly valuable, multimode modeling has been the source of serious difficulties for
non-expert users of the current generation of Modelica tools. Indeed, while many large-scale Modelica
models are properly handled, some physically meaningful models do not result in correct simulations
with most Modelica tools. As such problematic models are actually easy to construct, the likelihood of
such bad cases occurring in large models is significant.

It is unfortunately unclear which multimode Modelica models will be properly handled, and which
ones will fail. As a consequence, quite often, end users have to ask Modelica experts, or even tool
developers themselves, to tweak their models in order to make them work as expected. While it is
accepted that physical modeling itself requires expertise, requiring expertise in how to get around tool
idiosyncrasies is not desirable. This situation hinders the dissemination of Modelica tools among a larger
class of users, such as Simulink-trained engineers.

Several examples, presented in [7] reveal that this problem is due to an inadequate structural analysis,
performed during compilation. As far as we know, no industrial-strength Modelica tool implements a
mode-dependent structural analysis. Worse, it is not even understood what kind of structural analysis
should be associated with mode change events.

Some years ago, we started a project aiming at addressing all the above issues [25, 24, 29]. In [7], we
cast our approach in the context of the Modelica language, by illustrating it on two simple yet physically
meaningful examples that current Modelica tools fail to properly simulate. The use of nonstandard analy-
sis allows us to perform the analysis of both modes and mode changes in a unified framework, including
the handling of transient modes and that of impulsive mode changes. Standardization techniques are
then used in order to generate effective code for restarts at mode changes.

As an efficient implementation of such methods in Modelica compilers would greatly expand the class
of multimode models amenable to reliable numerical simulation, multimode DAE structural analysis
algorithms are also detailed in [7]. This extends previous work presented in [42]: mode enumeration
is avoided thanks to the use of an implicit, BDD-based symbolic representations of the structure of a
multimode DAE system. However, the scalability of the algorithm is greatly improved thanks to the use
of CoSTreD [14], a message-passing technique, that allows to decompose the resolution of the primal
problem of the multimode Pryce method into a set of smaller parametric optimization problems —more
details in Section 8.2.

A compile-time calculus that evaluates the impulse order of algebraic variables is also detailed in [7].
Finite impulse orders can be used to renormalize impulsive variables when implementing a numerical
scheme that approximates the restart values for each state variable of the system. We also detail in this
paper, a systematic way of rewriting a multimode Modelica model, based on the results of a multimode
structural analysis. The rewritten Modelica model is guaranteed to have a reduced index and a mode-
independent structure. This suffices to guarantee correctly compiled by state-of-the-art Modelica tools.
Simulation results are presented on a simple, yet meaningful, physical system whose original Modelica
model is not correctly handled by state-of-the-art Modelica tools.

We demonstrate how the results of this multimode structural analysis can be used for transforming a
multimode Modelica model into its RIMIS (Reduced Index Mode-Independent Structure) form, which is
guaranteed to yield correct execution on state-of-the-art Modelica tools.

8.2 Constraint System Decomposition
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Participants: Joan Thibault.

Various classical problems in computer science can be formulated as Constraint Solving Problems
(CSP), consisting in a query on a conjunction of constraints. Typical instances of such queries are satisfia-
bility problems, optimization under constraints, model enumeration, model counting and normalization.
Constraint systems can be Conjunctive Normal Form (CNF) formulas, as well as Integer Linear Pro-
grams (ILP), and, in its most generic form, Constraint Programs (CP). In both industrial and academic
contexts, instances are generally structured and, in most cases, sparse: each constraint involves only
a small set of variables, and variables are only involved in a small set of constraints. Moreover, large
practical instances tend to have a tree-like structure, which can efficiently be captured by the notion
of treewidth, as commonly considered in the fixed-parameter tractability community. Using dynamic
programming to solve problems for which a "good" tree decomposition is available is well known, and
has been rediscovered many times in the history of computer science, under various names: message
passing in factor graphs, belief propagation in belief networks, arc consistency in constraint networks, etc.
In [14], we introduce the CoSTreD (Constraint System Tree Decomposition) method, based on symbolic
representations and operators on them to improve the scalability of CSP solving. CoSTreD is based upon
two operators: a projection operator which allows to deal with satisfiability and canonicalization locally
on the tree decomposition, and a co-projection operator, extending the method to optimization queries.
We establish sufficient conditions under which these operators preserve the semantics of the CSP. Finally,
CoSTreD is extended to deal with parameter (or mode) variables, mostly by (i) adapting the notion of
tree decomposition to deal with parameter variables, (ii) using symbolic representations to avoid the
combinatorial explosion of mode enumeration, and (iii) mitigating the contamination of constraints by
parameter variables during message passing.

8.3 Characterizing Q-matrices

Participants: Khalil Ghorbal, Christelle Kozaily.

In [13], we provide a geometric equivalent reformulation of a relatively old, yet unsolved, problem
that originated in the optimization community: under which conditions on the n ×n matrix M , does the
so called linear complementarity problem given by w −M z = q , w, z ≥ 0, and w.z = 0, have a solution
(w, z) for all vectors q ∈R

n . If the latter property holds, the matrix M is said to be a Q-matrix. We have
shown that the existence of solutions amounts to a covering (not necessarily a partition) of the entire
space by a set of finite cones defined by the involved vectors as well as the standard basis. We give a
full characterization in dimension 3 by reducing the problem to several similar (and well-understood)
problems on dimension 2.

8.4 Characterizing Positively Invariant Sets: Inductive and Topological Methods

Participants: Khalil Ghorbal.

In [8], we present two characterizations of positive invariance of sets for systems of ordinary differ-
ential equations. The first characterization uses inward sets which intuitively collect those points from
which the flow evolves within the set for a short period of time, whereas the second characterization
uses the notion of exit sets, which intuitively collect those points from which the flow immediately
leaves the set. Our proofs emphasize the use of the real induction principle as a generic and unifying
proof technique that captures the essence of the formal reasoning justifying our results and provides
cleaner alternative proofs of known results. The two characterizations presented in this article, while
essentially equivalent, lead to two rather different decision procedures (termed respectively LZZ and
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ESE) for checking whether a given semi-algebraic set is positively invariant under the flow of a system of
polynomial ordinary differential equations. The procedure LZZ improves upon the original work by Liu,
Zhan and Zhao [72]. The procedure ESE, introduced in this article, works by splitting the problem, in a
principled way, into simpler sub-problems that are easier to check, and is shown to exhibit substantially
better performance compared to LZZ on problems featuring semi-algebraic sets described by formulas
with non-trivial Boolean structure.

9 Partnerships and cooperations

9.1 International research visitors

9.1.1 Visits of international scientists

Participants: Albert Benveniste, Íñigo Íncer Romeo.

Íñigo Íncer Romeo, PhD student at UC Berkeley (CA, USA), visited the Hycomes team from December
2021 until May 2022. His internship has been funded by a Chateaubriand grant of the French Consulate
in San Francisco. During his stay, he worked with Albert Benveniste on topics related to Contract-based
Design method and more particularly on Hypercontracts [10].

10 Dissemination

10.1 Promoting scientific activities

10.1.1 Scientific events: selection

Member of the conference program committees

• Khalil Ghorbal. PC Member. Hybrid Systems: Computation and Control (HSCC) 2022.

• Khalil Ghorbal. PC Member. International Conference on Tools and Algorithms for the Construction
and Analysis of Systems (TACAS) 2023.

• Benoît Caillaud has served on the program committee of the FDL’22 conference (Forum on specifi-
cation & Design Languages, Linz, Austria, September 2022).

Reviewer

• Benoît Caillaud has evaluated collaborative project proposals for the ANR (French national research
funding agency).

• Benoît Caillaud has reviewed an application for the Caseau EDF / French Academy of Technologies
Best PhD Award 2022.

• Benoît Caillaud has reviewed papers for the following conferences and workshops: TACAS’22,
WODES’22.

10.1.2 Journal

Member of the editorial boards

• Benoît Caillaud has been appointed member of the editorial boards of the Cambridge University
Press, Research Directions: Cyber-Physical Systems and of the MDPI Computation journals.
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Reviewer - reviewing activities

• Benoît Caillaud has reviewed a paper for the ACM TECS (Transactions on Embedded Computing
Systems) journal.

• Khalil Ghorbal has reviewed a paper for the Journal of Automated Reasoning (JAR).

• Khalil Ghorbal has reviewed a paper for the Journal of Theoretical Computer Science (TCS).

10.2 Teaching - Supervision - Juries

10.2.1 Teaching

• Master : Khalil Ghorbal, Category Theory, Monads, and Computation, M2, (enseignant principal),
30h EqTD, ENS Rennes, France

• Agregation informatique : Khalil Ghorbal, oraux blancs et preparations de cours. 20h EqTD, ENS
Rennes, France.

10.3 Popularization

Joan Thibault participated to MT180 (Ma these en 180s) in February 2022.

10.3.1 Internal or external Inria responsibilities

Khalil Ghorbal is the main organizer of 68NQRT, the seminar of the Language and Software Engineering
department of the IRISA UMR (Rennes).

The programs of the the previous years are available online (abstract, slides, and playbacks). For
instance the program from October 2020 till June 2021 can be found here. The seminar’s frequency (on
average over the academic year) is twice a month.

11 Scientific production

11.1 Major publications

[1] A. Benveniste, T. Bourke, B. Caillaud, J.-L. Colaço, C. Pasteur and M. Pouzet. ‘Building a Hybrid
Systems Modeler on Synchronous Languages Principles’. In: Proceedings of the IEEE. Design Au-
tomation for Cyber-Physical Systems 106.9 (Sept. 2018), pp. 1568–1592. DOI: 10.1109/JPROC.201
8.2858016. URL: https://hal.inria.fr/hal-01879026.

[2] A. Benveniste, T. Bourke, B. Caillaud and M. Pouzet. ‘Non-standard semantics of hybrid systems
modelers’. English. In: Journal of Computer and System Sciences 78.3 (2012). This work was sup-
ported by the SYNCHRONICS large scale initiative of INRIA, pp. 877–910. DOI: 10.1016/j.jcss.2
011.08.009. URL: http://hal.inria.fr/hal-00766726.

[3] A. Benveniste, B. Caillaud and M. Malandain. ‘The mathematical foundations of physical systems
modeling languages’. In: Annual Reviews in Control 50 (2020), pp. 72–118. DOI: 10.1016/j.arcon
trol.2020.08.001. URL: https://hal.inria.fr/hal-03045498.

[4] A. Benveniste, B. Caillaud, D. Nickovic, R. Passerone, J.-B. Raclet, P. Reinkemeier, A. Sangiovanni-
Vincentelli, W. Damm, T. Henzinger and K. G. Larsen. ‘Contracts for System Design’. In: Foundations

and Trends in Electronic Design Automation 12.2-3 (2018), pp. 124–400. DOI: 10.1561/1000000053.
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[5] J.-B. Jeannin, K. Ghorbal, Y. Kouskoulas, A. Schmidt, R. Gardner, S. Mitsch and A. Platzer. ‘A
Formally Verified Hybrid System for Safe Advisories in the Next-Generation Airborne Collision
Avoidance System’. In: International Journal on Software Tools for Technology Transfer 19.6 (Nov.
2017), pp. 717–741. DOI: 10.1007/s10009-016-0434-1. URL: https://hal.archives-ouvert
es.fr/hal-01232365.

IRISA Activity Report 2022



18 Inria Annual Report 2022

[6] A. Sogokon, K. Ghorbal and T. T. Johnson. ‘Operational Models for Piecewise-Smooth Systems’. In:
ACM Transactions on Embedded Computing Systems (TECS) 16.5s (Oct. 2017), 185:1–185:19. DOI:
10.1145/3126506. URL: https://hal.inria.fr/hal-01658196.
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[7] A. Benveniste, B. Caillaud, M. Malandain and J. Thibault. ‘Algorithms for the Structural Analysis of
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[9] A. Benveniste, B. Caillaud and M. Malandain. ‘From Hybrid Automata to DAE-Based Modeling’.
In: Principles of Systems Design. Vol. 13660. Lecture Notes in Computer Science. Springer Nature
Switzerland, 29th Dec. 2022, pp. 3–20. DOI: 10.1007/978-3-031-22337-2_1. URL: https://hal
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20th May 2022, pp. 674–692. DOI: 10.1007/978-3-031-06773-0_36. URL: https://hal.inria
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Reports & preprints

[11] A. Benveniste, B. Caillaud and M. Malandain. Exact Structural Analysis of Multimode Modelica

Models: Towards the Generation of Correct Simulation Code. RR-9459. Inria Rennes - Bretagne
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