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Abstract

In the framework of the FLITE 2 project, identification algorithms were developed in order to monitor the
evolution of the aeroelastic modes of an aircraft during flutter flight tests. Simulated data were required to
evaluate and compare the algorithms and also to test their ability to detect the onset of flutter.
This paper describes how this simulation was carried out. It presents the model used to simulate the aeroelas-
tic behaviour of the aircraft. A realistic simulation of the in-flight disturbances was also needed to evaluate
the identification algorithms in conditions similar to operational conditions. The modeling and simulation of
these perturbations constitute another essential feature of this paper. The last point of the article is devoted
to the design of appropriate excitation signals.

1 Introduction

Flutter tests represent a major stage in the certification procedure of a new aircraft. The objectives are to
demonstrate the absence of instability throughout the flight envelop and to check the compliance of the
aircraft actual behaviour with predicted aeroelastic models.

For the time being, AIRBUS flutter tests consist in applying calibrated excitations to the aircraft structure for
a set of predefined flight conditions where the speed and the altitude of the aircraft are maintained constant.

In the framework of the TRAMPOLINE working group of the FLITE 2 project, a new scenario was devised
in collaboration with AIRBUS in order to reduce the duration of the flutter tests and consequently their cost.
The objective for the academic partners was to develop identification algorithms adapted to this new testing
procedure. Simulated data were therefore required to evaluate and compare these algorithms.

This paper describes how the simulation was carried out. It is organized as follows. The first section is de-
voted to the context of the simulation, i.e the new scenario and the attendant requirements for the simulation.
The global organization of the simulation is presented in the second section. The following three sections
are dedicated to the description of the most important aspects of the simulation: the aeroelastic model, the
simulation of in-flight perturbations, the simulation of calibrated flutter tests.

2 Context of the simulation

2.1 A new scenario for flutter testing

Current flight tests are composed of several series of tests performed at stabilized flight points, i.e. at constant
Mach number M and conventional speed Vc in order to explore the whole flight envelop of an aircraft.
As illustrated in the upper part of Figure 1, each series is performed at a constant Mach number M with
increasing values of Vc. The current testing protocol is based on a few sine-sweep tests that are interspersed
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Figure 1: TRAMPOLINE scenario for flutter surveillance

with pulse tests performed at intermediate speeds. Though these latter tests provide less accurate mode
estimates, they are used because of their much shorter duration.

According to AIRBUS, as flutter is a critical and hazardous phenomenon, flutter flight tests will always
include calibrated excitation tests performed at a few stabilized flight points. The idea of the TRAMPOLINE
scenario (TRAcking Modal Parameters OnLINE), illustrated by the lower part of figure 1, is to replace the
intermediate pulse tests by a uniformly accelerated phase where the evolution of the modal parameters would
be monitored continuously. This accelerated phase is called the transition phase between two stabilized
points. This procedure would lead to a substantial reduction of the overall duration of the flutter tests.

2.2 Objectives of the TRAMPOLINE working group

So the objective for the academic partners was to devise identification algorithms that could perform a con-
tinuous tracking of the aeroelastic modes during the transition phases.

Two categories of methods were investigated:
• output-only methods which do not require any experimental excitation.
• input-output methods designed to process flight tests with exogenous excitations.

In the first case, the aircraft structure is only excited by operational disturbances. Most of the methods studied
in the FLITE 1 project were output-only methods. In the second case, additional well-defined excitation
signals are applied to the aircraft control surfaces.

Flight tests are actually affected by two types of operational perturbations. The measurements are corrupted
by a permanent background noise which is mainly due to the aerodynamic flow around the aircraft. The
other type of perturbation is the air turbulence which is produced by disturbances in the atmosphere the
aircraft is flying through. These disturbances occur sporadically as wind gusts and areas of air agitation
are encountered by the aircraft. Studies performed in the framework of the FLITE 1 project showed that
turbulence is a very efficient means to excite the aircraft structure.

To evaluate the two categories of identification methods on the TRAMPOLINE scenario, three flight condi-
tions were retained for the transition phases:
• quiet operational conditions, i.e. background noise only
• turbulent operational conditions : background noise and turbulence gusts
• experimental conditions : background noise and calibrated excitations

Though turbulence is not an acceptable way to test an aircraft since the occurrence of gusts is quite unpre-
dictable, it was introduced in the scenario as a logical continuation of the FLITE 1 project where this case



was studied. But one of the main goals of the FLITE 2 project was to investigate whether the aircraft modes
can be identified in quiet operational conditions which is the most common case. For the experimental con-
ditions, the efficiency of various excitation signals was addressed by the selection of two signals described
in section 6.

The global objective of the TRAMPOLINE working group is then to inquire about the feasibility to track the
aeroelastic modes during the transition phases in the three aforementioned conditions. Stated differently, the
goal is to evaluate the quality of the identified modes for the three selected flight conditions and to determine
if this level of quality is sufficient for flutter surveillance and industrial applications.

2.3 Requirements for the simulation

Simulated data are the only way to assess the TRAMPOLINE scenario because no flight data are currently
available for this new testing procedure. As compared to real flight tests, a simulation also allows a more
precise analysis since the true modal parameters are known. The various flight conditions mentioned above
can be easily generated and also fairly compared by using the same background noise sequence. Moreover
the ability of the algorithms to detect the occurrence of flutter can safely be tested by performing an appro-
priate simulation of flutter onset. It is however essential that the simulated data realistically replicate real
flight test data.

As compared to conventional simulations, the first innovative feature of this study concerns the simulation of
the aeroelastic behaviour of an aircraft during an accelerated flight phase. The simulation should also simu-
late various phenomenons : the background noise, the aircraft response to turbulence gusts and to calibrated
excitations. The first two ones are random phenomenons. Stochastic characterizations are therefore needed
in order to accurately mimic real measurements. These characterizations were determined by the analysis of
flight test data as described in section 5.

In summary, the innovative requirements of the simulation presented in this paper are:
• the simulation of an aeroelastic behaviour during an accelerated flight phase
• the simulation of random in-flight perturbations : background noise, aircraft response to turbulence

3 General organization of the simulation

The development of the simulation was greatly oriented by the structure of the aeroelastic model that was
provided by AIRBUS. The model used in the FLITE 2 project does not actually correspond to a real aircraft:
the modal parameters were modified both for industrial confidentiality reasons and for simulating a flutter
case.

As shown in figure 2, this aeroelastic model constitutes the central piece of the simulation tool. This is
a linear model derived for a given Mach number M from a finite element modeling of the aircraft. It is
parametrized by the conventional speed Vc and includes two types of input:
• the deflections of the control surfaces
• the components of the turbulence speeds

The truthfulness of this model was assumed in the simulation because it was not possible to check its repre-
sentativeness as it does not correspond to a real aircraft.

As depicted in figure 2 and detailed in the forthcoming sections, other elements must be introduced and
adequately tuned for a precise simulation:
• the dynamics of the actuators must be taken into account.
• spectra of the spatial distribution of the turbulence are needed for generating consistent wind compo-

nents.
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Figure 2: General organization of the simulation

It will also be shown later that the background noise is actually composed of three contributions:
• a high frequency noise.
• a low-level turbulence component
• the aircraft response to piloting actions

4 The aeroelastic model

The first subsection concerns the physical definition of the aeroelastic model. The second one describes the
associated state-space form which is more appropriate to modal analysis and numerical integration. The third
subsection presents the integration method that was adopted to efficiently simulate this time-variant system.

4.1 The model definition

The aeroelastic equations define the time evolution of the vector q(t) of the structure generalized displace-
ments by the second-order differential equation 1. The left-hand side of this equation concerns the structural
efforts while the right-hand side is the sum of various external forces. The vector of the measurements Z(t)
depends linearly on q(t) and its first and second derivatives according to equation 2.

M q̈(t) + (A+G) q̇(t) +K q(t) = Fa(t) + Fc(t) + Ft(t) (1)

Z(t) = Φ


q(t)

q̇(t)

q̈(t)

 (2)



q(t) : Vector of the generalized displacements

M, A, K : Structural mass, damping and stiffness.

G : Gyroscopic terms due to the engines

Fa(t) : Unsteady aerodynamic forces

Fc(t) : Control surface forces function of the deflections δ(t)

Ft(t) : Turbulence forces function of the wind speeds W (t)

For a given Mach numberM, the external forces are interpolated in the frequency domain using the Roger
rational approximation [1]:

Fa(s) = pdyn

(
Pa,0 + Pa,1 s+ Pa,2 s

2 +
5∑
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Ra,i
s

s+ γa,i

)
q(s) (3)

Fc(s) = pdyn

(
Pc,0 + Pc,1 s+ Pc,2 s

2 +
5∑
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Rc,i
s

s+ γc,i

)
δ(s) (4)

Ft(s) = pdyn

(
Pt,0 + Pt,1 s +

12∑
i=1

Rt,i
s

s+ γt,i

)
W (s)
Vtas

(5)

where s = s/Vtas is the reduced Laplace variable while s is the conventional Laplace variable. In these
equations, pdyn denotes the dynamic pressure and Vtas the true airspeed. The coefficients Pa,i, Pc,i Pt,i and
Ra,i, Rc,i Rt,i are computed by the Roger method for a given Mach numberM. The modes γa,i, γc,i γt,i

correspond to aerodynamic delays.

4.2 The state-space form

For given Mach number M and conventional speed Vc, one can compute the quantities pdyn, Vtas needed
in equations 3–5. Thus, for a fixed M, equations 1 and 2 can be recast into a conventional state-space
representation where the state matrices are parametrized by Vc:

Ẋ = A(Vc) X +Bc(Vc) δ +Bt(Vc) W (6)

Z = C(Vc) X +Dc(Vc) δ +Dt(Vc) W (7)
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Figure 3: Structure of the state matrix A

In the model of the TRAMPOLINE scenario, the size of the state is equal to 328. The state matrix A has a
specific structure depicted by the sparsity pattern in figure 3. It includes 42 structural modes and 244 delay
modes. The input vector δ(t) is composed of the deflection of left and right ailerons and their first and second



derivatives and of the wind components1 and their first derivative. Thirteen measurements were simulated
for the TRAMPOLINE scenario.

From the state equation 6, the variation of the modal parameters with respect to Vc can be computed. For the
model used for the TRAMPOLINE simulation, these quantities are depicted in figure 5 which only include
the modes below 6 Hz between 330 kts and 360 kts. We can notice that some modes have quite close
frequencies and that the mode number 4 evolves towards instability.

4.3 Numerical integration

The initial objective for integrating the model described by equations 6 and 7 was to use the same sampling
rate as the one used for flight tests, i.e. 128 Hz. Vc can then be considered constant between two sampling
time and a straightforward way to integrate equation 6 is to compute the associated discrete form. However
this approach proved to be quite time consuming as it requires the computation of the exponentials of a large
matrix at each sampling time.
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Figure 4: Modes of an aeroelastic model

In order to alleviate the computational load, other integration methods that do not rely on matrix exponentials
have to be considered such as the Runge-Kutta methods [2, 3, 4]. However, the order of the integration
method must be chosen appropriately so to achieve a compromise between the computation load and the
mode distortion induced by the method. It is actually essential that the alteration of the modal parameters be
negligible since they are the quantities to be identified.

At the flutter speed, the system modes are depicted in figure 4. One can notice two groups of modes:
• 42 lightly damped modes which correspond to the physical aeroelastic modes.
• 86 aperiodic modes and 79 modes highly damped modes which are related to aerodynamic delays.

According to the study presented in [5], a third order Runge-Kutta would be sufficient for the integration the
sole aeroelastic modes. But, for the aerodynamic delays modes, a fifth order method is not sufficient. The
accurate simulation of the system thus requires to increase the sampling frequency. If the sampling rate is
doubled to 256 Hz, the fourth order procedure is then suitable for the integration of the model.

A 256 Hz sampling rate and a fourth order Runge-Kutta method were then used to integrate the aeroelastic
model. In order to speed up the computation, the sparsity of the state matrices as depicted in figure 3 for
the matrix A was taken into account in the implementation of the simulation. The simulation of a 5 minute
transition phase requires about 13 min on a 1 GHz Sun workstation. In a subsequent step, the simulated
measurements are decimated at the 32 Hz rate required for the TRAMPOLINE tracking application.

1For some unknown reason, the turbulence component along the z-axis was missing in Airbus model.
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Figure 5: Evolution of the modal parameters during the transition phase
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5 In-flight perturbations

As stated in section 2.2, one can distinguish two types of perturbations : the air turbulence and the back-
ground noise. Turbulence is a well-studied phenomenon in aeronautics. All the elements necessary for
simulating the response of the aircraft to turbulence gusts are available : the aeroelastic model described in
section 4 incorporates an input for the wind components; in the literature [6, 7, 8] one can also find analytical
expressions of the turbulence spatial spectra. Finally, the intensity of these spectra can be tuned with real
flight data.

On the contrary, little information is available for the background noise. Anyhow this aspect is quite impor-
tant for the simulation since this noise permanently affects the measurements. It is therefore essential in a
first step to characterize this noise.

5.1 Characterization of the background noise

Concerning this noise, a few questions can be asked:
• Does it share any similarity with turbulence ?
• Can it provide any information about the aeroelastic modes ?
• How does it evolve with the conventional speed Vc ?

The second question is of major importance for output-only identification. If this background noise does
not include any information on the aeroelastic behaviour of the aircraft, it is hopeless to try to identify the
modes in quiet operational conditions. The answer to the last question is necessary for the simulation of the
transition phase where Vc increases.

5.1.1 Dependency of the background noise on Vc

Several tests performed at the same Mach number with different values of Vc were analyzed. Power spectral
densities 2 PSDs were computed from time intervals where no excitation was applied. Figure 6 give a typical
illustration of the PSDs of a measurement for four values of Vc. We can notice that these densities are nearly
identical. The constancy of the PSDs with Vc is also confirmed by the evolution standard deviations with Vc.
Except for a few measurements, no real tendency can be observed.

The shape of these PSDs also reveals resonances indicating that this signal includes information about struc-
tural modes.

2The periodogram [9] method was used since those time intervals are generally short.
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5.1.2 Comparison with turbulence

The comparison of PSDs between a quiet flight period and a turbulent one3 is illustrated in figure 7. It shows
that the general shape of the two PSDs is very similar. They have comparable resonances. The only different
is the level which is of course higher for the turbulent period up to 45 Hz approximately.

From these observations, one can infer that two main conclusions. First the background noise is similar to
turbulence but with a lower intensity. So an approach similar to turbulence can be used to simulate it though,
as described hereafter, other contributions should also be considered. The second essential point is that,
similarly to turbulence, the background noise incorporates information about the response of the aeroelastic
modes but at a smaller level.

5.2 Simulation of the perturbations

If the major part of the background noise can be considered as a low intensity turbulence, one must also
take into account other aspects to simulate this noise. As illustrated by figure 8, three contributions were
considered. Each of them concerns a specific frequency band:
• the response of the aircraft to piloting actions at low frequencies
• the response of the aircraft to a permanent low-level turbulence at intermediate frequencies.

This contribution is called the “aeroelastic noise”
• high-frequency perturbations

These latter are intended to encompass all the disturbing phenomenons that occur above the frequency band
of interest for the TRAMPOLINE application. The following paragraphs describe how these three compo-
nents were simulated. The “aeroelastic noise” description covers both the contribution to the background
noise and the aircraft response to turbulence.

5.2.1 Piloting actions

The correct way to simulate the effect of piloting inputs on the accelerometric measurements would be
to consider a flight dynamics model of the aircraft and to simulate the pilot’s action on the stick or the
commands generated by the flight control system. A simpler approach was adopted in order to replicate
two aspects of this contribution : its spectral density and its correlation between the measurements. The
following procedure was used:

3As the turbulent period was longer, the Welch procedure [10] was used to smooth the PSDs.
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• Random Markov processes meant to mimic the pilot actions in the Cartesian directions were generated.
The order and the cut–off frequencies of these processes were estimated from real flight data.
• The level of the contribution of these processes on each sensor was determined by the analysis of flight

data.

5.2.2 Aeroelastic noise

For the simulation of the aircraft response to turbulence, the turbulence inputs of the aeroelastic model were
used presuming that they produce a realistic behaviour of the aircraft in turbulent conditions.

The Wx and Wy components of turbulence were generated according to the von Karman spectra [6, 7, 8]
given by

ΦWx(ω) =
σ2

x

π

2 Lx

V

1(
1 + (a Lx

ω
V )2
)5/6

(8)

ΦWy(ω) =
σ2

y

π

Ly

V

1 + 8
3 (a Ly

ω
V )2(

1 + (a Ly
ω
V )2
)11/6

(9)

The quantities Lx and Ly are the spatial scales4 of turbulence and a is a constant defined such that the
integrals of the above expressions w.r.t ω are equal to the variances σ2

x and σ2
y .

The standard deviations σx and σy were estimated from real flight data. For the background noise, satisfac-
tory results were obtained. However, for turbulent conditions, difficulties were encountered in finding values
for which the levels of the fluctuations on the simulated measurements were in accordance with real flight
data. This might be due to some lack of representativity of this modified aeroelastic model or to the fact that
the Wz is missing in the AIRBUS model. A compromise was achieved by adopting, for σx and σy, values
four times greater than the ones used for the background noise.

5.2.3 High frequency noise

This noise is supposed to simulate the various disturbances in the high frequencies, i.e. above the frequency
band specified for the TRAMPOLINE problem. A simple Gaussian noise sequence was used for each mea-
surement with a standard deviation determined from real data.

4The values recommended in the references were used: Lx = Ly = 2500 ft.



6 Calibrated tests

For simulating the aircraft response to calibrated excitation applied to the control surfaces, we first need a
model of the actuators. Then, appropriate excitation signals must be defined.

6.1 Actuator dynamic model

The model proposed by AIRBUS is a second-order linear model. But, from practical experience, we know
that the actuator dynamics is non–linear especially for pulse tests. As depicted in figure 9, the actual deflec-
tion of an aileron is highly dependent on the sign and on the amplitude of the pulse input signal. As it might
have a significant impact on the results of identification methods, an accurate simulation of this behaviour is
desirable. Anyhow, it would require a much more complex modeling which would take into account various
aspects such as the actuator torque limitation, the aerodynamic hinge moment on the control surface, the
control law of the actuator.
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Figure 9: Actual response of the aileron actuator to a pulse excitation

It was then decided to keep the linear model though the comparisons with true deflections show that the
model response is most of the times “optimistic”.

6.2 Selection of the excitation signals

This selection was guided by the same approach used nowadays for the flight tests which are based on two
types of excitations: sine-sweep and pulses. The sine-sweep signal covers exactly the frequency range of
interest and allows a precise identification of the modes of the aircraft. On the other hand, pulse tests are
much shorter and their goal is more to assess the global stability of the aircraft than the accurate identification
of the modes.

Experience also shows that identification methods can behave quite differently depending whether the excita-
tion signal is persistent or intermittent. So the other objective for this selection was to evaluate the behaviour
of the identification algorithms for these two types of excitation.

This led us to consider two excitations for the transition phases of the TRAMPOLINE scenario:
• a pulse series applied on a single aileron
• two multi-sine applied symmetrically and anti-symmetrically on both ailerons



6.2.1 Pulse series

For simplicity purposes, this excitation is applied on a single aileron so as to excite simultaneously symmet-
rical and anti-symmetrical modes. During the transition phase, one pulse is issued every 20 s.

6.2.2 Multi-sine excitation

Sine-sweeps could also have been used during the transition phase. Anyhow the policy at AIRBUS is to
reduce the number of sweep tests because they are associated with the notion of lengthy and costly tests. In
order to gain the acceptance of the test teams, multi-sine signals are proposed.

Similarly to sine-sweeps, they concentrate the excitation energy on the sole frequency band of interest. In the
time domain, they also present the appearance of random signals which could be assimilated to a “calibrated
turbulence”.

The basic period of the multi-sine was chosen equal to the period of the pulse series: 20 s. The multi-
sine signals were computed by the clipping algorithm [11] over the 0.5–6 Hz frequency band specified for
TRAMPOLINE.

7 Results and conclusion

The comparison between simulated and real measurements is only possible for tests performed at a constant
speed. This is illustrated for a few measurements in figure 10. Of course, as the modes of the real and
simulated modal are different, their responses are also different. But the global visual aspect of the aircraft
response and of the noise on the measurements is quite similar.

Figure 11 depicts the simulation for an accelerated phase for the case of quiet operational conditions (back-
ground noise). The evolution of the associated modal parameters are plotted above in figure 5. The time
when the model becomes unstable is indicated by a red dashed line. Even without any external excitation,
this instability is quite evident of some measurements. So, even for this case without any external excitation,
the flutter onset should be detectable by the identification algorithms.

The previous examples demonstrate the realism of the simulation. One of the main findings of this study is
the characterization of the background noise which showed that this noise includes contributions from the
aeroelastic modes. This opens the possibility to identify the modes in standard operational conditions.

Anyhow, the simulation could be improved on several points. First the representativeness of the turbulent
model should be checked and improved with an aeroelastic model corresponding to a real aircraft and with a
full turbulence input vector.

Secondly, this simulation is not generic but very specific of an aircraft and of the flight conditions. That is to
say that real flight data are needed in the same flying conditions to tune the various noise parameters.

Finally, the simulation does not incorporate any of the non-linear phenomenons that significantly affect real
data. In section 6.1, we showed that a more sophisticated non-linear model should be adopted for simulating
the actuator behaviour. Other phenomena not mentioned in the paper should also be simulated: calibration
inaccuracies, harmonics, measuring device failures, limit cycle oscillations, ...
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Figure 11: Transition phase without excitation
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