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#### Abstract

In this paper we analyse applicability and robustness of Markov chain Monte Carlo algorithms for eigenvalue problems. We restrict our consideration to real symmetric matrices.

Almost Optimal Monte Carlo (MAO) algorithms for solving eigenvalue problems are formulated. Results for the structure of both - systematic and probability error are presented. It is shown that the values of both errors can be controlled independently by different algorithmic parameters. The results present how the systematic error depends on the matrix spectrum. The analysis of the probability error is presented. It shows that the close (in some sense) the matrix under consideration is to the stochastic matrix the smaller is this error. Sufficient conditions for constructing robust and interpolation Monte Carlo algorithms are obtained. For stochastic matrices an interpolation Monte Carlo algorithm is constructed.

A number of numerical tests for large symmetric dense matrices are performed in order to study experimentally the dependence of the systematic error from the structure of matrix spectrum. We also study how the probability error depends on the balancing of the matrix.
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## 1. Introduction

Many scientific and engineering applications are based on the problems of finding extremal (dominant) eigenvalues of real $n \times n$ matrices. The computation time for very large problems, or for finding solutions in real-time, can be prohibitive and this prevents the use of many established algorithms. Monte Carlo algorithms give statistical estimates of the required solution, by performing random sampling of a random variable, whose mathematical expectation is the desired solution [1-4]. Let $J$ be the exact solution of the problem under consideration. Suppose it is proved that there exists a random variable $\xi$, such that $E\{\xi\}=J$. If one can produce $N$ values of $\xi$, i.e. $\xi_{1}, \ldots, \xi_{i}, \ldots, \xi_{N}$, then

$$
\bar{\xi}_{N}=\sum_{i=1}^{N} \xi_{i},
$$

can be considered as a MC approximation of $J$. The probability error of the MC algorithm is defined as follows.

Definition 1.1. If $J$ is the exact solution of the problem, then the probability error is the least possible real number $R_{N}$, for which:

$$
\begin{equation*}
P=\operatorname{Pr}\left\{\left|\bar{\xi}_{N}-J\right| \leqslant R_{N}\right\} \tag{1}
\end{equation*}
$$

where $0<P<1$. If $P=1 / 2$, then the probability error is called probable error.
Several authors have presented work on the estimation of computational complexity of linear algebra problems [5-7,17-25]. In this paper we consider bilinear forms of matrix powers, which is used to formulate a solution for the eigenvalue problem. We consider our Monte Carlo approach for computing extremal eigenvalues of real symmetric matrices as a special case of Markov chain stochastic method for computing bilinear forms of matrix polynomials.

By $h=\left(h_{1}, \ldots, h_{n}\right)$ and $v=\left(v_{1}, \ldots, v_{n}\right)$, we usually denote given vectors of dimension $n$, i.e., $h, v \in \mathbb{R}^{n}$. By $x=\left(x_{1}, \ldots, x_{n}\right), x \in \mathbb{R}^{n}$ we denote the unknown vector. By $e^{(j)} \equiv(0, \ldots, 0, \underbrace{1}_{j}, 0, \ldots, 0)$ we denote an unit vector all elements, of which are zeros except the $j$ th element $e_{j}^{(j)}$, which is equal to 1 . Sometimes we will need to use a vector containing squares of elements of the original vector. We will use the notation $\hat{h}=\left\{h_{i}^{2}\right\}_{i=1}^{n}$. The notation $\bar{h}$ will be used to denote vector containing absolute values of elements of vector $h$, i.e., $\bar{h}=\left\{\left|h_{i}\right|\right\}_{i=1}^{n}$.

By $A$ and $B$ we denote matrices of size $n \times n$, i.e., $A, B \in \mathbb{R}^{n \times n}$. We use the following presentation of matrices:

$$
A=\left\{a_{i j}\right\}_{i, j=1}^{n}=\left(a_{1}, \ldots, a_{i}, \ldots, a_{n}\right)^{\mathrm{T}}, \quad \text { where } a_{i}=\left(a_{i 1}, \ldots, a_{i n}\right), \quad i=1, \ldots, n
$$

and the symbol T means transposition.
The following norms of vectors ( $l_{1}$-norm):

$$
\|h\|=\|h\|_{1}=\sum_{i=1}^{n}\left|h_{i}\right|, \quad\left\|a_{i}\right\|=\left\|a_{i}\right\|_{1}=\sum_{j=1}^{n}\left|a_{i j}\right|
$$

and matrices

$$
\|A\|=\|A\|_{1}=\max _{j} \sum_{i=1}^{n}\left|a_{i j}\right|
$$

are used.
Let us note that in general $\|A\| \neq \max _{i}\left\|a_{i}\right\|$.
By $\bar{A}$ we denote the matrix containing the absolute values of elements of a given matrix $A$ :

$$
\bar{A}=\left\{\left|a_{i j}\right|\right\}_{i, j=1}^{n} .
$$

By

$$
p_{k}(A)=\sum_{i=0}^{k} c_{i} A^{i}, \quad c_{i} \in \mathbb{R}
$$

we denote matrix polynomial of degree $k$.
As usual, $(v, h)=\sum_{i=1}^{n} v_{i} h_{i}$ denotes the inner product of vectors $v$ and $h$.
We will be interested in computing inner products of the following type:

$$
\left(v, p_{k}(A) h\right)
$$

By $E\{\xi\}$ we denote the mathematical expectation of the random variable $\xi$. The random variable $\xi$ could be a randomly chosen component $h_{\alpha_{k}}$ of a given vector $h$. In this case the meaning of $E\left\{h_{\alpha_{k}}\right\}$ is mathematical expectation of the value of randomly chosen element of $h$.

By

$$
D\{\xi\}=\sigma^{2}\{\xi\}=E\left\{\xi^{2}\right\}-(E\{\xi\})^{2}
$$

we denote the variance of the random variable $\xi$ ( $\sigma\{\xi\}$ is the standard deviation).

## 2. Formulation of the problems

Basically, we are interested in evaluation of forms

$$
\begin{equation*}
\left(v, p_{k}(A) h\right) \tag{2}
\end{equation*}
$$

### 2.1. Bilinear form of matrix powers

In a special case of $p_{k}(A)=A^{k}$ the form (2) becomes

$$
\left(v, A^{k} h\right), \quad k \geqslant 1 .
$$

### 2.2. Eigenvalues of matrices

Suppose that a real symmetric matrix $A$ is diagonalisable, i.e.,

$$
x^{-1} A x=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right),
$$

where $x=\left(x_{1}, \ldots, x_{n}\right)$ and $\left|\lambda_{1}\right|>\left|\lambda_{2}\right| \geqslant \cdots \geqslant\left|\lambda_{n-1}\right|>\left|\lambda_{n}\right|$. Values $\lambda$, for which the equality

$$
A x=\lambda x
$$

is fulfilled are called eigenvalues. If $A$ is a symmetric matrix, then the values $\lambda$ are real numbers, i.e., $\lambda \in \mathbb{R}$.
The well-known Power method [8] gives an estimate for the dominant eigenvalue $\lambda_{1}$. This estimate uses the so-called Rayleigh quotient $\mu_{k}=\frac{\left(v, A^{k} h\right)}{\left(v, k^{k-1} h\right)}$ :

$$
\lambda_{1}=\lim _{k \rightarrow \infty} \frac{\left(v, A^{k} h\right)}{\left(v, A^{k-1} h\right)},
$$

where $v, h \in \mathbb{R}^{n}$ are arbitrary vectors. The Rayleigh quotient is used to obtain an approximation to $\lambda_{1}$ :

$$
\begin{equation*}
\lambda_{1} \approx \frac{\left(v, A^{k} h\right)}{\left(v, A^{k-1} h\right)}, \tag{3}
\end{equation*}
$$

where $k$ is an arbitrary large natural number.

To construct an algorithm for evaluating the eigenvalue of minimum modulus $\lambda_{n}$, one has to consider the following expression:

$$
\begin{equation*}
p_{i}(A)=\sum_{k=0}^{i} q^{k} C_{m+k-1}^{k} A^{k}, \tag{4}
\end{equation*}
$$

where $C_{m+k-1}^{k}$ are binomial coefficients, and the characteristic parameter $q$ is used as acceleration parameter of the algorithm $[6,9,10]$. This approach is a discrete analogue of the resolvent analytical continuation method used in functional analysis [11].

If $|q|\|A\|<1$ and $i \rightarrow \infty$, then the expression (4) becomes the resolvent matrix [9,12]:

$$
p_{\infty}(A)=p(A)=\sum_{k=0}^{\infty} q^{k} C_{m+k-1}^{k} A^{k}=[I-q A]^{-m}=R_{q}^{m}
$$

where $R_{q}=[I-q A]^{-1}$ is the resolvent matrix of the equation

$$
\begin{equation*}
x=q A x+h . \tag{5}
\end{equation*}
$$

Values $q_{1}, q_{2}, \ldots\left(\left|q_{1}\right| \leqslant\left|q_{2}\right| \leqslant \cdots\right)$ for which Eq. (5) is fulfilled are called characteristic values of the Eq. (5). The resolvent operator

$$
\begin{equation*}
R_{q}=[I-q A]^{-1}=I+A+q A^{2}+\cdots \tag{6}
\end{equation*}
$$

exists if the sequence (6) converges. The systematic error of the presentation (6) when $m$ terms are used is

$$
\begin{equation*}
R_{s}=\mathrm{O}\left[\left(|q| /\left|q_{1}\right|\right)^{m+1} m^{\rho-1}\right], \tag{7}
\end{equation*}
$$

where $\rho$ is multiplicity of the roots $q_{1}$. Estimation (7) shows that the MC algorithm converges if $|q|<\left|q_{1}\right|$. When $|q| \geqslant\left|q_{1}\right|$ the algorithm does not converge for $q=q_{*}=1$, but the solution of (5) exists (and moreover, the solution is unique). In this case one may apply a mapping of the spectral parameter $q$ described in [12]. The mapping procedure consists in choosing a domain $D$ lying inside the definition domain of

$$
\begin{equation*}
R_{q} h=\sum_{k=0}^{\infty} c_{k} q^{k}, \quad c_{k}=A^{k+1} h \tag{8}
\end{equation*}
$$

as a function of $q$ such that all characteristic values are outside of $D, q_{*}=1 \in D, 0 \in D$. Consider a variable $\delta$ in the unit disk $\Delta(|\delta|<1)$ of the complex plane and a function $q=\Psi(\delta)$, which maps the domain $\Delta$ onto $D$. We show in [12] that the matrix resolvent (8) can be replaced by

$$
\begin{equation*}
R_{\Psi(\delta)} h=\sum_{j=0}^{\infty} b_{j} \delta^{j}, \quad b_{j}=\sum_{k=1}^{j} d_{k}^{(j)} c_{k}, \quad b_{0}=1, \tag{9}
\end{equation*}
$$

where $d_{k}^{(j)}=\frac{1}{j!}\left[\frac{\partial^{j}}{\partial \delta^{j}}[\Psi(\delta)]^{k}\right]_{\delta=0}$. So, we assume that the matrix resolvent exists. In MC calculations we keep $m+1$ terms of the sequence (9) (see [12]):

$$
\begin{equation*}
R_{q_{*}} h \approx \sum_{k=0}^{m} g_{k}^{(m)} c_{k}, \quad g_{k}^{(m)}=\sum_{j=k}^{m} d_{k}^{(j)} \delta_{*}^{j}, \tag{10}
\end{equation*}
$$

where coefficients $d_{k}^{(j)}$ depend on the mapping function $q=\Psi(\delta)$. Normally, the coefficients $d_{k}^{(j)}$ are calculated at advance and then are used in all MC calculations.

Let us consider the ratio:

$$
\lambda=\frac{(v, A p(A) h)}{(v, p(A) h)}=\frac{\left(v, A R_{q}^{m} h\right)}{\left(v, R_{q}^{m} h\right)} .
$$

If $q<0$, then

$$
\begin{equation*}
\frac{\left(v, A R_{q}^{m} h\right)}{\left(v, R_{q}^{m} h\right)} \approx \frac{1}{q}\left(1-\frac{1}{\mu^{(k)}}\right) \approx \lambda_{n} \tag{11}
\end{equation*}
$$

where $\lambda_{n}=\lambda_{\text {min }}$ is the minimal by modulo eigenvalue, and $\mu^{(k)}$ is the approximation to the dominant eigenvalue of $R_{q}$.

If $|q|>0$, then

$$
\begin{equation*}
\frac{\left(v, A R_{q}^{m} h\right)}{\left(v, R_{q}^{m} h\right)} \approx \lambda_{1}, \tag{12}
\end{equation*}
$$

where $\lambda_{1}=\lambda_{\text {max }}$ is the dominant eigenvalue.
The approximate Eqs. (3), (11), (12) can be used to formulate efficient Monte Carlo algorithms for evaluating both the dominant and the minimal by modulo eigenvalue of real symmetric matrices.

The two problems formulated in this section rely on the bilinear form $\left(v, p_{k}(A) h\right)$. The latter fact allow us to concentrate our study on MC algorithms for computing

$$
\begin{equation*}
\left(v, A^{k} h\right), \quad k \geqslant 1 \tag{13}
\end{equation*}
$$

In the next section we are going to consider Almost Optimal Markov Chain Monte Carlo algorithms for computing both bilinear forms of matrix powers $\left(v, A^{k} h\right)$ (Section 3.2) and extremal eigenvalues of real symmetric matrices (Section 3.3). Since expressions (4) and (11) exist the technique can also be used to compute the eigenvalue of minimum modulus $\lambda_{n}$.

It should be mentioned that the use of acceleration parameter based on the resolvent presentation is one way to decrease the computational complexity. Another way is to apply a variance reduction technique [13] in order to get the required approximation of the solution with a smaller number of operations. The variance reduction technique for particle transport eigenvalue calculations proposed in [13] uses Monte Carlo estimates of the forward and adjoint fluxes.

## 3. Almost optimal Markov chain Monte Carlo

We shall use the so-called MAO algorithm studied in [5,12,14,15]. Here we give a brief presentation of MAO.

Suppose we have a Markov chain

$$
T=\alpha_{0} \rightarrow \alpha_{1} \rightarrow \alpha_{2} \rightarrow \cdots \rightarrow \alpha_{k} \rightarrow \cdots
$$

with $n$ states. The random trajectory (chain) $T_{k}$ of length $k$ starting in the state $\alpha_{0}$ is defined as follows:

$$
\begin{equation*}
T_{k}=\alpha_{0} \rightarrow \alpha_{1} \rightarrow \cdots \rightarrow \alpha_{j} \rightarrow \cdots \rightarrow \alpha_{k} \tag{14}
\end{equation*}
$$

where $\alpha_{j}$ means the number of the state chosen, for $j=1, \ldots, n$.
Assume that

$$
\begin{equation*}
P\left(\alpha_{0}=\alpha\right)=p_{\alpha}, \quad P\left(\alpha_{j}=\beta \mid \alpha_{j-1}=\alpha\right)=p_{\alpha \beta}, \tag{15}
\end{equation*}
$$

where $p_{\alpha}$ is the probability that the chain starts in state $\alpha$ and $p_{\alpha \beta}$ is the transition probability to state $\beta$ after being in state $\alpha$. Probabilities $p_{\alpha \beta}$ define a transition matrix $P$. We require that

$$
\begin{equation*}
\sum_{\alpha=1}^{n} p_{\alpha}=1 \quad \text { and } \quad \sum_{\beta=1}^{n} p_{\alpha \beta}=1, \quad \text { for any } \alpha=1,2, \ldots, n \tag{16}
\end{equation*}
$$

### 3.1. MAO density distributions

Suppose the distributions created from the density probabilities $p_{\alpha}$ and $p_{\alpha \beta}$ are tolerant, according to the following definition:
Definition 3.1. The distribution $\left(p_{\alpha_{1}}, \ldots, p_{\alpha_{n}}\right)$ is tolerant to vector $v$, if

$$
\begin{cases}p_{\alpha_{s}}>0 & \text { when } v_{\alpha_{s}} \neq 0  \tag{17}\\ p_{\alpha_{s}} \geqslant 0 & \text { when } v_{\alpha_{s}}=0\end{cases}
$$

Similarly, the distribution $p_{\alpha_{s-1}, \alpha_{s}}$ is tolerant to matrix $A$, if

$$
\begin{cases}p_{\alpha_{s-1}, \alpha_{s}}>0 & \text { when } a_{\alpha_{s-1}, \alpha_{s}} \neq 0  \tag{18}\\ p_{\alpha_{s-1}, \alpha_{s}} \geqslant 0 & \text { when } a_{\alpha_{s-1}, \alpha_{s}}=0\end{cases}
$$

We will consider a special choice of tolerant densities that are called permissible ${ }^{1} p_{i}$ and $p_{i, j}$ defined as follows:

$$
\begin{equation*}
p_{i}=\frac{\left|v_{i}\right|}{\|v\|}, \quad p_{i j}=\frac{\left|a_{i j}\right|}{\left\|a_{i}\right\|} . \tag{19}
\end{equation*}
$$

Such density distributions lead to almost optimal algorithms in sense that for a class of matrices $A$ and vectors $h$ such a choice coincides with optimal weighted algorithms defined in [1] and studied in [16] (for more details see [15]). The reason to use MAO instead of Uniform Monte Carlo is that MAO normally gives much smaller variances. From the other hand the truly optimal weighted algorithms are very time consuming since to define the optimal densities one needs to solve an additional integral equation with a quadratic kernel. The procedure makes the optimal algorithms very expensive.

### 3.2. MC algorithm for computing bilinear forms of matrix powers $\left(v, A^{k} h\right)$

The pair of density distributions (19) defines a finite chain of vector and matrix entries:

$$
\begin{equation*}
v_{\alpha_{0}} \rightarrow a_{\alpha_{0} \alpha_{1}} \rightarrow \cdots \rightarrow a_{\alpha_{k-1} \alpha_{k}} . \tag{20}
\end{equation*}
$$

The latter chain induces (defines) the following product of matrix/vector entries and norms:

$$
\begin{aligned}
& A_{v}^{k}=v_{\alpha_{0}} \prod_{s=1}^{k} a_{\alpha_{s-1} \alpha_{s}}, \\
& \left\|A_{v}^{k}\right\|=\|v\| \times \prod_{s=1}^{k}\left\|a_{\alpha_{s-1}}\right\| .
\end{aligned}
$$

Note, that the product of norms $\left\|A_{v}^{k}\right\|$ is not a norm of $A_{v}^{k}$. The rule for creating the value of $\left\|A_{v}^{k}\right\|$ is following: the norm of the initial vector $v$, as well as norms of all row-vectors of matrix $A$ visited by the chain (20) defined by densities (19), are included. For such a choice of densities $p_{i}$ and $p_{i j}$ we can prove the following lemma.

## Lemma 3.1

$$
E\left\{h_{\alpha_{k}}\right\}=\frac{\operatorname{sign}\left\{A_{v}^{k}\right\}}{\left\|A_{v}^{k}\right\|}\left(v, A^{k} h\right) .
$$

Proof. Consider the value $\theta^{(k)}=\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| h_{\alpha_{k}}$ for $k \geqslant 1$. We have

$$
\begin{align*}
\theta^{(k)} & =\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| h_{\alpha_{k}}=\operatorname{sign}\left\{v_{\alpha_{0}} \prod_{s=1}^{k} a_{\alpha_{s-1} \alpha_{s}}\right\}\|v\| \prod_{s=1}^{k}\left\|a_{\alpha_{s-1}}\right\| h_{\alpha_{k}} \\
& =\operatorname{sign}\left\{v_{\alpha_{0}} \prod_{s=1}^{k} a_{\alpha_{s}-1}\right\}\| \| v\| \| a_{\alpha_{0}}\|\ldots\| a_{\alpha_{k-1}}\left\|h_{\alpha_{k}}=\frac{v_{\alpha_{0}}}{\left|v_{\alpha_{0}}\right|} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1}} \alpha_{k}}{\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-1} \alpha_{k}}\right|}\right\| v\| \| a_{\alpha_{0}}\|\ldots\| a_{\alpha_{k-1}} \| h_{\alpha_{k}} . \tag{21}
\end{align*}
$$

Let as stress that among elements $v_{\alpha_{0}}, a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1} \alpha_{k}}$ there are no elements equal to zero because of the special choice of acceptable distributions $p_{i}$ and $p_{i j}$ defined by (19). The rules (19) ensure that the Markov chain visits non-zero elements only. From (21) and taking into account (19) one can get:

[^1]\[

$$
\begin{aligned}
E\left\{\theta^{(k)}\right\} & =E\left\{\frac{v_{\alpha_{0}}}{\left|v_{\alpha_{0}}\right|} \left\lvert\, \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1}} \alpha_{k}}{\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-1} \alpha_{k}}\right|}\|v\|\left\|a_{\alpha_{0}}\right\| \ldots\left\|a_{\alpha_{k-1}}\right\| h_{\alpha_{k_{k}}}\right.\right\} \\
& =E\left\{\frac{v_{\alpha_{0}}}{p_{\alpha_{0}}} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1}-\alpha_{k}}}{p_{\alpha_{0} \alpha_{1}} \ldots p_{\alpha_{k-1} \alpha_{k}}} h_{\alpha_{k}}\right\} \\
& =\sum_{\alpha_{0}, \ldots \alpha_{k}=1}^{n} \frac{v_{\alpha_{0}}}{p_{\alpha_{0}}} a_{\alpha_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1}} \alpha_{k}}^{p_{\alpha_{0} \alpha_{1}} \ldots p_{\alpha_{k-1} \alpha_{k}}} h_{\alpha_{k}} p_{\alpha_{0}} p_{\alpha_{\alpha_{0} \alpha_{1}} \ldots p_{\alpha_{k-1} \alpha_{k}}} \\
& =\sum_{\alpha_{0}=1}^{n} v_{\alpha_{0}} \sum_{\alpha_{1}=1}^{n} a_{\alpha_{0} \alpha_{1}} \ldots \sum_{\alpha_{k-1}=1}^{n} a_{\alpha_{k-2} \alpha_{k-1}} \sum_{\alpha_{k}=1}^{n} a_{\alpha_{k-1} \alpha_{k}} h_{\alpha_{k}}=\sum_{\alpha_{0}=1}^{n} v_{\alpha_{0}} \sum_{\alpha_{1}=1}^{n} a_{\alpha_{0} \alpha_{1}} \ldots \sum_{\alpha_{k-1}=1}^{n} a_{\alpha_{k-2} \alpha_{k-1}}(A h)_{\alpha_{k-1}} \\
& =\sum_{\alpha_{0}=1}^{n} v_{\alpha_{0}}\left(A^{k} h\right)_{\alpha_{0}}=\left(v, A^{k} h\right) .
\end{aligned}
$$
\]

Obviously, the standard deviation $\sigma\left\{h_{\alpha_{k}}\right\}$ is finite. Since we proved that the random variable $\theta^{(k)}=\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| h_{\alpha_{k}}$ is a unbiased estimate of the form $\left(v, A^{k} h\right)$, Lemma 3.1 can be used to construct a MC algorithm.

Let us consider $N$ realizations of the Markov chain $T_{k}$ (14) defined by the pair of density distributions (19). Denote by $\theta_{i}^{(k)}$ the $i$ th realization of the random variable $\theta^{(k)}$. Then the value

$$
\begin{equation*}
\bar{\theta}^{(k)}=\frac{1}{N} \sum_{i=1}^{N} \theta_{i}^{(k)}=\frac{1}{N} \sum_{i=1}^{N}\left\{\operatorname{sign}\left(A_{v}^{k}\right)\left\|A_{v}^{k}\right\| h_{\alpha_{k}}\right\}_{i}, \quad k \geqslant 1 \tag{22}
\end{equation*}
$$

can be considered as a MC approximation of the form $\left(v, A^{k} h\right)$. The probability error of this approximation can be presented in the following form:

$$
\begin{equation*}
R_{N}^{(k)}=\left|\left(v, A^{k} h\right)-\bar{\theta}^{(k)}\right|=c_{p} \sigma\left\{\theta^{(k)}\right\} N^{-\frac{1}{2}}, \tag{23}
\end{equation*}
$$

where the constant $c_{p}$ only depends on the probability $P$ used in Definition 1.1 and does not depend on $N$ and on $\theta^{(k)}$. Note that sometimes the constant $c_{p}$ is taken for convenience to be 2 or 3 (for $c_{p}=2$ the approximate probability in (1) is $P \approx 0.95$ ). Sometimes this error is refereed to as statistical error. Because of the finiteness of the standard deviation the probability error is always finite.

In fact, (22) together with the rules (19) defines a MC algorithm. The expression (22) gives a MC approximation of the form $\left(v, A^{k} h\right)$ with a probability error $R_{N}^{(k)}$. Obviously, the quality of the MC algorithm depends on the behavior of the standard deviation $\sigma\left\{\theta^{(k)}\right\}$. So, there is a reason to consider a special class of robust MC algorithms.

### 3.3. MC algorithm for computing extremal eigenvalues

Now consider again the pair of density distributions (19) defining a finite chain of vector and matrix entries (20). For such a choice of densities $p_{i}$ and $p_{i j}$ we can prove the following theorem.

Theorem 3.1. Consider a real symmetric matrix $A$ and the chain of vector and matrix entries (20) defined by MAO density distributions (19).

Then

$$
\lambda_{1}=\lim _{k \rightarrow \infty} \operatorname{sign}\left\{a_{\alpha_{k-1} \alpha_{k}}\right\}\left\|a_{\alpha_{k-1}}\right\| \frac{E\left\{h_{\alpha_{k}}\right\}}{E\left\{h_{\alpha_{k-1}}\right\}} .
$$

Proof. First consider the density of the Markov chain $T_{k}$ of length $k \alpha_{0} \rightarrow \alpha_{1} \rightarrow \ldots \rightarrow \alpha_{k}$ as a point in $n(k+1)$-dimensional Euclidian space $T_{k+1}=\underbrace{\mathbb{R}^{n} \times \ldots \times \mathbb{R}^{n}}_{k+1}$ :

$$
P\left\{\alpha_{0}=t_{0}, \alpha_{1}=t_{1}, \ldots, \alpha_{k}=t_{k}\right\}=p_{t_{0}} p_{t_{0} t_{1}} p_{t_{1} t_{2}} \cdots p_{t_{k-1} t_{k}} .
$$

To prove the theorem we have to show that $\operatorname{sign}\left\{a_{\alpha_{k-1}} \alpha_{k}\right\}\left\|a_{\alpha_{k-1}}\right\| \frac{E\left\{h_{a_{k}}\right\}}{E\left\{h_{x_{k-1}}\right\}}=\mu_{k}=\frac{\left(v, A^{k} h\right)}{\left(v, A^{k-1} h\right)}$.

From the definition of sign function and MAO distributions (19) one can write:

$$
\begin{aligned}
& \operatorname{sign}\left\{a_{\alpha_{k-1} \alpha_{k}}\right\}\left\|a_{\alpha_{k-1}}\right\| \frac{E\left\{h_{\alpha_{k}}\right\}}{E\left\{h_{\alpha_{k-1}}\right\}}=\frac{a_{\alpha_{k-1}} \alpha_{k}}{\left|a_{\alpha_{k-1}} \alpha_{k}\right|}\left\|a_{\alpha_{k-1}}\right\| \frac{E\left\{h_{\alpha_{k}}\right\}}{E\left\{h_{\alpha_{k-1}}\right\}} \\
& =\frac{\frac{v_{\alpha_{0}}}{\left|v_{\alpha_{0} \mid}\right|} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-2} \alpha_{k-1}} a_{\alpha_{k-1} \alpha_{k}}}{\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-2} \alpha_{k-1}}\right| a_{\alpha_{k-1}} \mid}\|v\|\left\|a_{\alpha_{0}}\right\| \ldots\left\|a_{\alpha_{k-2}}\right\|\left\|a_{\alpha_{k-1}}\right\|}{\frac{v_{\alpha_{0}}}{} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-2}} \mid}{\left|v_{\alpha_{0} \mid}\right|}\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-2}-2}\right|}\|v\|\left\|a_{\alpha_{k-1}}\right\| \ldots\left\|a_{\alpha_{k-2}}\right\| \quad \frac{E\left\{h_{\alpha_{k}}\right\}}{E\left\{h_{\alpha_{k-1}}\right\}} \\
& =\frac{\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| E\left\{h_{\alpha_{k}}\right\}}{\operatorname{sign}\left\{A_{v}^{k-1}\right\}\left\|A_{v}^{k-1}\right\| E\left\{h_{\alpha_{k-1}}\right\}} .
\end{aligned}
$$

According to Lemma 3.1 we have:

$$
\frac{\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| E\left\{h_{\alpha_{k}}\right\}}{\operatorname{sign}\left\{A_{v}^{k-1}\right\}\left\|A_{v}^{k-1}\right\| E\left\{h_{\alpha_{k-1}}\right\}}=\frac{\left(v, A^{k} h\right)}{\left(v, A^{k-1} h\right)}=\mu_{k} .
$$

Obviously, since the standard deviation $\sigma\left\{h_{\alpha_{k}}\right\}$ is finite Theorem 3.1 allows to define a biased estimate of the extremal eigenvalue $\lambda_{1}$. Since, according to Theorem 3.1 for large enough values of $k$

$$
\lambda_{1} \approx \mu_{k}=\frac{E\left\{\operatorname{sign}\left(a_{\alpha_{k-1} \alpha_{k}}\right)\left\|a_{\alpha_{k-1}}\right\| h_{\alpha_{k}}\right\}}{E\left\{h_{\alpha_{k-1}}\right\}}
$$

and the computational formula of the algorithm can be presented in the following form:

$$
\lambda_{1} \approx\left\{\mu_{k}\right\}_{N}:=\frac{1}{\sum_{i=1}^{N} h_{\alpha_{k-1}}^{(i)}} \sum_{i=1}^{N} \operatorname{sign}\left(a_{\alpha_{k-1}}^{(i)}\right)\left\|a_{\alpha_{k-1}}^{(i)}\right\| h_{\alpha_{k}}^{(i)},
$$

where the upper subscript $(i)$ denotes the ( $i$ )th realization of the Markov chain, so that $h_{\alpha_{k-1}}^{(i)}$ is the value of the corresponding element of vector $h$ after the $k-1$-st jump in the $i$ th Markov chain, $h_{\alpha k}^{(i)}$ is the value of the corresponding element of vector $h$ after the $k$ th jump in the $i$ th Markov chain, $\left\|a_{\alpha_{k-1}}^{(i)}\right\|$ is the corresponding vector norm of the row which element is last visited by the Markov chain number $i$ after the $k$ th jump, and $N$ is the total number of Markov chains performed.

In this subsection we presented an Almost Optimal Markov Chain Monte Carlo algorithms for computing extremal eigenvalues of real symmetric matrices. As it was mentioned before, the developed technique can easily be applied to compute the eigenvalue $\lambda_{n}$ of minimum modulus. For computing $\lambda_{n}$ one needs to consider bilinear forms of polynomials (4) (see, also (11) instead of just bilinear forms of matrix powers).

### 3.4. Robust MC algorithms

Definition 3.2. MC algorithm for which the standard deviation does not increase with increasing matrix powers $k$ is called robust MC algorithm.

We can prove the following lemma.
Lemma 3.2. If MC algorithm is robust, then there exist a constant $M$ such that

$$
\lim _{k \rightarrow \infty} \sigma\left\{\theta^{(k)}\right\} \leqslant M
$$

where $\theta^{(k)}$ is defined in the proof of Lemma 3.1.
Proof. Let us choose the constant $M$ as:

$$
M=\|v\| \times\left\|a_{\alpha_{0}}\right\| \times \sigma\left\{h_{\alpha_{1}}\right\} .
$$

Consider the equality (23):

$$
R_{N}^{(k)}=c_{p} \sigma\left\{\theta^{(k)}\right\} N^{-\frac{1}{2}} .
$$

If a MC algorithm is robust, then for any fixed pair $(N, P)$ (number of realizations $N$ and probability $P$ ) we have:

$$
\sigma\left\{\theta^{(k)}\right\} \leqslant \sigma\left\{\theta^{(k-1)}\right\} .
$$

Since the smallest possible value of $k$ is 1 (according to our requirement (13))

$$
\begin{align*}
\sigma\left\{\theta^{(k)}\right\} \leqslant \sigma\left\{\theta^{(k-1)}\right\} \leqslant \ldots \leqslant \sigma\left\{\theta^{(1)}\right\} & =\sigma\left\{\operatorname{sign}\left\{v_{\alpha_{0}} a_{\alpha_{0} \alpha_{1}}\right\} \times\|v\| \times\left\|a_{\alpha_{0}}\right\| \times h_{\alpha_{1}}\right\} \\
& \left.=\|v\| \times\left\|a_{\alpha_{0}}\right\| \times \sigma h_{\alpha_{1}}\right\}=M . \tag{24}
\end{align*}
$$

It is interesting to answer the question:

- How small could be the probability error? and
- Is it possible to construct MC algorithms with zero probability error?

To answer the first question one has to analyse the structure of the variance. Then it will be possible to answer the second question concerning the existence of algorithms with zero probability error.

### 3.5. Interpolation MC algorithms

Definition 3.3. MC algorithm for which the probability error is zero is called interpolation MC algorithm.
The next theorem gives the structure of the variance for MAO algorithm.
Theorem 3.2. Let

$$
\hat{h}=\left\{h_{i}^{2}\right\}_{i=1}^{n}, \quad \bar{v}=\left\{\left|v_{i}\right|\right\}_{i=1}^{n}, \quad \bar{A}=\left\{\left|a_{i j}\right|\right\}_{i, j=1}^{n} .
$$

Then

$$
D\left\{\theta^{(k)}\right\}=\left\|A_{v}^{k}\right\|\left(\bar{v}, \bar{A}^{k} \hat{h}\right)-\left(v, A^{k} h\right)^{2} .
$$

Proof. Taking into account MAO density distributions (19) the random variable $\theta^{(k)}$ can be presented in the following form:

$$
\theta^{(k)}=\operatorname{sign}\left\{A_{v}^{k}\right\}\left\|A_{v}^{k}\right\| h_{\alpha_{k}}=\frac{v_{\alpha_{0}}}{\left|v_{\alpha_{0}}\right|} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1} \alpha_{k}}}{\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-1} \alpha_{k}}\right|}\|v\|\left\|a_{\alpha_{0}}\right\| \ldots\left\|a_{\alpha_{k-1}}\right\| h_{\alpha_{k}}=\frac{v_{\alpha_{0}}}{p_{\alpha_{0}}} \frac{a_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{k-1} \alpha_{k}}}{p_{\alpha_{0} \alpha_{1}} \ldots p_{\alpha_{k-1} \alpha_{k}}} h_{\alpha_{k}} .
$$

We deal with the variance

$$
\begin{equation*}
D\left\{\theta^{(k)}\right\}=E\left\{\left(\theta^{(k)}\right)^{2}\right\}-\left(E\left\{\theta^{(k)}\right\}\right)^{2} . \tag{25}
\end{equation*}
$$

Consider the first term of (25).

$$
\begin{aligned}
& E\left\{\left(\theta^{(k)}\right)^{2}\right\}=E\left\{\frac{v_{\alpha_{0}}^{2}}{p_{\alpha_{0}}^{2}} \frac{a_{\alpha_{0} \alpha_{1}}^{2} \ldots a_{\alpha_{k-1}}^{2}}{p_{\alpha_{0} \alpha_{1}}^{2} \ldots p_{\alpha_{k}-1}^{2} \alpha_{k}} h_{\alpha_{k}}^{2}\right\}=\sum_{\alpha_{0}, \ldots \alpha_{k}=1}^{n} \frac{v_{\alpha_{0}}^{2}}{p_{\alpha_{0}}^{2}} \frac{a_{\alpha_{0} \alpha_{1}}^{2} \ldots a_{\alpha_{k-1}}^{2}}{p_{\alpha_{0} \alpha_{1}}^{2} \ldots p_{\alpha_{k-1}}^{2}} h_{\alpha_{k}}^{2} p_{\alpha_{0}} p_{\alpha_{0} \alpha_{1}} \ldots p_{\alpha_{k-1} \alpha_{k}} \\
& =\sum_{\alpha_{0}, \ldots \alpha_{k}=1}^{n} \frac{v_{\alpha_{0}}^{2}}{p_{\alpha_{0}}} \frac{a_{\alpha_{0}}}{p_{\alpha_{0} \alpha_{1}} \ldots a_{\alpha_{1}} \ldots p_{\alpha_{k-1}-1 \alpha_{k}}^{2}} h_{\alpha_{k}}^{2}=\sum_{\alpha_{0}, \ldots \alpha_{k}=1}^{n} \frac{v_{\alpha_{0}}^{2}}{\left|v_{\alpha_{0}}\right|}\|v\| \frac{a_{\alpha_{0} \alpha_{1}}^{2} \ldots a_{\alpha_{k-1}}^{2} \alpha_{k}}{\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-1} \alpha_{k}}\right|}\left\|a_{\alpha_{0}}\right\| \ldots\left\|a_{\alpha_{k-1}}\right\| h_{\alpha_{k}}^{2} \\
& =\left\|A_{v}^{k}\right\| \sum_{\alpha_{0}, \ldots, \alpha_{k}=1}^{n}\left|v_{\alpha_{0}}\right|\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots\left|a_{\alpha_{k-1} \alpha_{k}}\right| h_{\alpha_{k}}^{2}=\left\|A_{v}^{k}\right\| \sum_{\alpha_{0}=1}^{n}\left|v_{\alpha_{0}}\right| \sum_{\alpha_{1}=1}^{n}\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots \sum_{\alpha_{k-1}=1}^{n}\left|a_{\alpha_{k-2} \alpha_{k-1}}\right| \sum_{\alpha_{k}=1}^{n}\left|a_{\alpha_{k-1}-\alpha_{k}}\right| h_{\alpha_{k}}^{2} \\
& =\left\|A_{v}^{k}\right\| \sum_{\alpha_{0}=1}^{n}\left|v_{\alpha_{0}}\right| \sum_{\alpha_{1}=1}^{n}\left|a_{\alpha_{0} \alpha_{1}}\right| \ldots \sum_{\alpha_{k-1}=1}^{n}\left|a_{\alpha_{k-2} \alpha_{k-1}}\right|(\bar{A} \hat{h})_{\alpha_{k-1}}=\left\|A_{v}^{k}\right\| \sum_{\alpha_{0}=1}^{n}\left|v_{\alpha_{0}}\right|\left(\bar{A}^{k} \hat{h}\right)_{\alpha_{0}}=\left\|A_{v}^{k}\right\|\left(\bar{v}, \bar{A}^{k} \hat{h}\right) \text {. }
\end{aligned}
$$

According to Lemma 3.1 the second term of (25) is equal to $\left(v, A^{k} h\right)^{2}$.
Thus, $D\left\{\theta^{(k)}\right\}=\left\|A_{v}^{k}\right\|\left(\bar{v}, \bar{A}^{k} \hat{h}\right)-\left(v, A^{k} h\right)^{2} t$.
Now we can formulate an important corollary that gives a sufficient condition for constructing an interpolation MC algorithm.
Corollary 3.1. Consider vectors $h=(1, \ldots, 1)^{\mathrm{T}}, \quad v=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)$ and the stochastic matrix $A=h v=\left(\begin{array}{ccc}\frac{1}{n} & \ldots & \frac{1}{n} \\ \vdots & & \\ \frac{1}{n} & \ldots & \frac{1}{n}\end{array}\right), h \in \mathbb{R}^{n \times 1}, v \in \mathbb{R}^{1 \times n}, A \in \mathbb{R}^{n \times n}$. Then $M C$ algorithm defined by density distributions (19) is an interpolation MC algorithm.

Proof. To prove the corollary it is sufficient to show that the variance $D\left\{\theta^{(k)}\right\}$ is zero. Obviously, $\|v\|=1$ and $\left\|a_{i}\right\|=1$ for any $i=1, \ldots, n$. Thus,

$$
\begin{equation*}
\left\|A_{v}^{k}\right\|=\|v\|\left\|a_{\alpha_{0}}\right\| \ldots\left\|a_{\alpha_{k-1}}\right\|=1 . \tag{26}
\end{equation*}
$$

The following equalities are true:

$$
A h=\left(\begin{array}{ccc}
\frac{1}{n} & \cdots & \frac{1}{n} \\
\vdots & & \\
\frac{1}{n} & \ldots & \frac{1}{n}
\end{array}\right)\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)=\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right) .
$$

Obviously,

$$
A^{k} h=\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)
$$

and

$$
\left(v, A^{k} h\right)=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right)\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)=1
$$

Since

$$
\bar{A}=\left(\begin{array}{ccc}
\left|\frac{1}{n}\right| & \cdots & \left|\frac{1}{n}\right| \\
\vdots & & \\
\left|\frac{1}{n}\right| & \ldots & \left|\frac{1}{n}\right|
\end{array}\right)=A
$$

and $\hat{h}=\left\{\left|h_{i}^{2}\right|\right\}_{i=1}^{n}=h$, and taking into account (26) we have:

$$
\left\|A_{v}^{k}\right\|\left(\bar{v}, \bar{A}^{k} \hat{h}\right)=1
$$

Thus, we proved that $D\left\{\theta^{(k)}\right\}=0$.

## 4. Computational complexity

It is very important to have an estimation of the computational complexity (or number of operations) of MAO algorithms. Such estimates are important when there are more than one algorithm for solving the problem. We consider a MAO algorithm for computing bilinear forms of matrix powers, which can be also used to formulate the solution for the dominant eigenvalue problem. Assume, we considering the set, $\mathscr{A}$, of algo-
rithms, $A$, for calculating bilinear forms of matrix powers $\left(v, A^{k} h\right)$ with a probability error $R_{k, N}$ less than a given constant $\varepsilon$ :

$$
\begin{equation*}
\mathscr{A}=\left\{A: \operatorname{Pr}\left(R_{k, N} \leqslant \varepsilon\right) \geqslant c\right\} . \tag{27}
\end{equation*}
$$

There exists a question: which algorithm in the set $\mathscr{A}$ has the smallest computational cost? In this paper we are not going to analyse the performance of different Monte Carlo algorithms. We can only mention that the MAO algorithm has a performance close to the best one (for more details we refer to [5,6,10,15]).

We assume that the probability error $R_{k, N}$ is fixed by the value of $\varepsilon$ and the probability $c<1$ in (27) is also fixed. Obviously, for fixed $\varepsilon$ and $c<1$ the computational cost depends linearly on the number of iterations $k$ and on the number of Markov chains $N$.
Definition 4.1. Computational cost of MAO algorithm $A$ is defined by

$$
\tau(A)=n E(q) t,
$$

where $n$ is the number of Markov chains, $E(q)=k$ is the mathematical expectation of the number of transitions in a single Markov chain and $t$ is the mean time (or number of operations) needed to compute the value of the random variable.

Two types of errors, systematic and stochastic (probability), can occur in Monte Carlo algorithms, and achieving a balance between these two types of error is necessary. Clearly, to obtain good results the stochastic (probability) error $R_{k, N}$ must be approximately equal to the systematic one $R_{k, s}$ and so

$$
R_{k, N} \approx R_{k, s} .
$$

The problem of balancing the error is closely connected with the problem of obtaining an optimal ratio between the number of realizations $N$ of the random variable and the mean value of the number of steps in each random trajectory (number of iterations) $k$.

### 4.1. Method for choosing the number of iterations $k$

Assume that we wish to estimate the value of the bilinear form $\left(v, A^{k} h\right)$, so that with a given probability $P<1$ the error is smaller than a given positive $\varepsilon$ :

$$
\left|\left(v, A^{k} h\right)-\frac{1}{N} \sum_{i=1}^{N} \theta_{i}^{(k)}\right| \leqslant \varepsilon
$$

We consider the case of balanced errors, i.e.,

$$
R_{k, N}=R_{k, s}=\frac{\varepsilon}{2} .
$$

When a mapping procedure (9) is applied one may assume that there exists a positive constant $\alpha<1$ such that

$$
\begin{equation*}
\alpha \geqslant\left|g_{i}^{(k)}\right| \times\|A\| \quad \text { for any } i \text { and } k \tag{28}
\end{equation*}
$$

Then

$$
\frac{\varepsilon}{2} \leqslant \frac{\left(\left|g_{i}^{(k)}\right|\|A\|\right)^{k+1}\|h\|}{1-\left|g_{i}^{(k)}\right|\|A\|} \leqslant \frac{\alpha^{k+1}\|h\|}{1-\alpha}
$$

and for $k$ should be chosen the smallest natural number for which

$$
\begin{equation*}
k \geqslant \frac{|\log \delta|}{|\log \alpha|}-1, \quad \delta=\frac{\varepsilon(1-\alpha)}{2\|h\|} . \tag{29}
\end{equation*}
$$

If a mapping procedure is not applied, i.e., the corresponding Neumann series converges fast enough, then one assumes that a positive constant $\alpha$, such that $\alpha \geqslant\|A\|$ exists. Then the number of iterations $k$ should be chosen according to (29).

We should also mention here that there are other possibilities to estimate the number of needed iterations $k$ if a mapping procedure is applied. An example follows. Assume that the multiplicity of the characteristic value $q_{1}$ of the Eq. (5) is $\rho=1$. Assume also that there exists a positive constant $q_{*}$, such that

$$
q_{*} \leqslant\left|q_{1}\right| .
$$

Then we have

$$
\begin{aligned}
& R_{s}=\frac{\varepsilon}{2}=c_{s}\left|\frac{q}{q_{*}}\right|^{k+1} \\
& k \geqslant \frac{\left|\log \left(\frac{\varepsilon}{2 c_{s}}\right)\right|}{|\log | \frac{q}{q_{*}}| |}-1 .
\end{aligned}
$$

The choice of the method of estimation of $k$ depends on the available a priori information, which comes from the concrete scientific application. One may use the first or the second approach depending on the information available.

### 4.2. Method for choosing the number of chains $N$

To estimate the computational cost $\tau(A)$ we should estimate the number $N$ of realizations of the random variable $\theta^{(k)}$. To be able to do this we assume that there exists a constant $\sigma$ such that

$$
\begin{equation*}
\sigma \geqslant \sigma\left(\theta^{(k)}\right) . \tag{30}
\end{equation*}
$$

Then we have

$$
\varepsilon=2 R_{N}^{(k)}=2 c_{p} \sigma\left(\theta^{(k)}\right) N^{-\frac{1}{2}} \geqslant 2 c_{p} \sigma N^{-\frac{1}{2}}
$$

and

$$
\begin{equation*}
N \geqslant\left\{\frac{2 c_{p} \sigma}{\varepsilon}\right\}^{2} \tag{31}
\end{equation*}
$$

Taking into account relations (29) and (31) one can get estimates of computational cost of biased MC algorithms. Let us stress that to obtain relations (29) and (31) we needed some a priori information in form of (28) and (30). We do not assume that one needs to calculate $\|A\|$ in order to have a good estimate for $\alpha$, as well as to compute $\sigma\left(\theta^{(k)}\right)$ in order to get an estimate for $\sigma$. In real-life applications very often parameters like $\alpha$ and $\sigma$ are known as a priori information. That information may come from physics, biology or any concrete scientific knowledge. This remark is important, because we do not include computation of $\|A\|$ or $\sigma\left(\theta^{(k)}\right)$ into the computational cost of our algorithm.

Let us also note that if a priori information of type (30) is not available one may use a posteriori information. To compute a posteriori estimation of $\sigma\left(\theta^{(k)}\right)$ one needs to use the mean value of $\theta^{(k)}-\frac{1}{N} \sum_{i=1}^{N} \theta_{i}^{(k)}$ as well as the mean value of $\left(\theta^{(k)}\right)^{2}-\frac{1}{N} \sum_{i=1}^{N}\left(\theta_{i}^{(k)}\right)^{2}$. Since the first mean value should be computed as a MC approximation to the solution, one needs just to add one or two rows into the code to get a posteriori estimation for $\sigma\left(\theta^{(k)}\right)$.

## 5. Applicability and acceleration analysis

In this section we discuss applicability and acceleration analysis of MAO algorithm. Summarizing results from previous sections we can present Monte Carlo computational formulas for various linear algebra problems.

### 5.1. Power Monte Carlo algorithm for computing the dominant eigenvalue

The corresponding matrix polynomial is $p_{k}(A)=A^{k}$, so that

$$
\begin{equation*}
\left(v, A^{k} h\right)=E\left\{\theta^{(k)}\right\} \approx \bar{\theta}^{(k)}=\frac{1}{N} \sum_{i=1}^{N}\left\{\operatorname{sign}\left(A_{v}^{k}\right)\left\|A_{v}^{k}\right\| h_{\alpha_{k}}\right\}_{i} \tag{32}
\end{equation*}
$$

and the computational formula is

$$
\lambda_{\max } \approx \frac{\bar{\theta}^{(k)}}{\bar{\theta}^{(k-1)}}=\frac{1}{\sum_{i=1}^{N} h_{\alpha_{k-1}}^{(i)}} \sum_{i=1}^{N} \operatorname{sign}\left(a_{\alpha_{k-1} \alpha_{k}}^{(i)}\right)\left\|a_{\alpha_{k-1}}^{(i)}\right\| h_{\alpha_{k}}^{(i)} .
$$

### 5.2. Resolvent MC algorithm for eigenvalue problems

For the Inverse shifted (Resolvent) MC the matrix polynomial is $p_{k}(A)=\sum_{k=0}^{\infty} q^{k} C_{m+k-1}^{k} A^{k}$. If $|q A|<1$, then $p_{k}(A)=\sum_{k=0}^{\infty} q^{k} C_{m+k-1}^{k} A^{k}=[I-q A]^{-m}=R_{q}^{m}(R$ is the resolvent matrix) and

$$
\lambda=\frac{(v, A p(A) h)}{(v, p(A) h)}=\frac{\left(v, A R_{q}^{m} h\right)}{\left(v, R_{q}^{m} h\right)} .
$$

If $q<0$, then $\frac{\left(v, A R_{q}^{m} h\right)}{\left(v, q_{q}^{n h}\right)} \approx \frac{1}{q}\left(1-\frac{1}{\left.\mu^{(m)}\right)}\right) \approx \lambda_{\text {min }}\left(\mu^{(m)}\right.$ is the approximation to the dominant eigenvalue of the resolvent matrix $R$ ).

For a positive $q(q>0)$ : $\left(h, A A_{f}^{m} f\right) \approx \lambda_{\text {max }}$.
Thus the computational formula for the smallest by magnitude eigenvalue is

$$
\begin{equation*}
\lambda \approx \frac{E \sum_{k=0}^{l} q^{k} C_{k+m-1}^{k} \theta^{(k+1)}}{E \sum_{k=0}^{l} q^{k} C_{k+m-1}^{k} \theta^{k}}, \tag{33}
\end{equation*}
$$

where $\theta^{(0)}=\frac{v_{k_{0}}}{p_{k_{0}}}$ and the r.v. $\theta^{(k)}$ are defined according to (22). The value $v_{k_{0}}$ is the entrance $k_{0}$ of the arbitrary vector $v$ chosen according to the initial distribution $p_{k_{0}}$.

If $q>0$ the algorithm described by (33) evaluates $\lambda_{\max }$, if $q<0$, the algorithm evaluates $\lambda_{\min }$.
To analyse the applicability of the MAO algorithm in the Power method with MC iterations we consider two matrices: the original matrix $A$ with eigenvalues $\lambda_{i}$ and the iterative matrix $R$ with eigenvalues $\mu_{i}$. Thus values $\lambda_{i}$ and $\mu_{i}$ can be considered as solutions of the problems:

$$
A x=\lambda x \quad \text { and } \quad R x=\mu x .
$$

We assume that $\left|\lambda_{1}\right|>\left|\lambda_{2}\right| \geqslant \cdots \geqslant\left|\lambda_{n-1}\right|>\left|\lambda_{n}\right|$ as well as $\left|\mu_{1}\right|>\left|\mu_{2}\right| \geqslant \cdots \geqslant\left|\mu_{n-1}\right|>\left|\mu_{n}\right|$.
The systematic error that appears from the Power method is:

$$
\mathrm{O}\left(\left|\frac{\mu_{2}}{\mu_{1}}\right|^{k}\right)
$$

where $\mu=\lambda$ if $R=A$ (Plain Power method), $\mu=\frac{1}{\lambda}$ if $R=A^{-1}$ (Inverse Power method), $\mu=\lambda-q$ if $R_{q}=A-q I$ (Shifted Power method), $\mu=\frac{1}{1-q \lambda}$ if $R_{q}=(I-q A)^{-1}$ (Resolvent Power method). For the Resolvent Power method in case of negative $q$ the eigenvalues of matrices $A$ and $R_{q}$ are connected through the equality:

$$
\mu_{i}=\frac{1}{1+|q| \lambda_{n-i+1}} .
$$

The stochastic error that appears because we calculate mathematical expectations approximately is $\mathrm{O}\left(\sigma\left(\theta^{(k)}\right) N^{-1 / 2}\right)$.

The choice of the parameter $q$ is very important since it controls the convergence. When we are interested in evaluating the smallest eigenvalue applying iterative matrix $R_{q}=(I-q A)^{-1}$ the parameter $q<0$ has to be chosen so that to minimize the following expression:

$$
\begin{equation*}
J(q, A)=\frac{1+|q| \lambda_{1}}{1+|q| \lambda_{2}} \tag{34}
\end{equation*}
$$

or if $q=-\frac{\alpha}{\|A\|}$, then $J(q, A)=\frac{\lambda_{1}+\alpha \lambda_{n}}{\lambda_{1}+\alpha \lambda_{n}-1}$. In practical computations we chose $\alpha \in[0.5,0.9]$. In case of $\alpha=0.5$ we have

$$
\begin{equation*}
q=-\frac{1}{2\|A\|} \tag{35}
\end{equation*}
$$

The systematic error in this case is

$$
\begin{equation*}
\mathrm{O}\left[\left(\frac{2 \lambda_{1}+\lambda_{n}}{2 \lambda_{1}+\lambda_{n-1}}\right)^{m}\right] \tag{36}
\end{equation*}
$$

where $m$ is the power of the resolvent matrix $R_{q}$ (or the number of iterations by $R_{q}$ ).
The convergence in this case can not be better than $\mathrm{O}\left[(1 / 3)^{m}\right]$. Such a convergence can be almost reached for matrices with $\lambda_{n}$ having opposite sign than all other eigenvalues $\lambda_{1}, \ldots \lambda_{n-1}$. The best convergence in case when all eigenvalues are positive or all are negative is $\mathrm{O}\left[(2 / 3)^{m}\right]$ for $\alpha=\frac{1}{2}$. In case of $\alpha=\frac{9}{10}$ the convergence can not be better than $\mathrm{O}\left[(1 / 19)^{m}\right]$.

Let us consider some examples in order to demonstrate applicability and acceleration analysis of our approach. We use two randomly generated matrices $A_{1}$ and $A_{2}$ with controlled spectra and three different values of $\alpha \in[0.5,0.9]$ (see Table 1). The last column of Table 1 contains results of the convergence (the ratio $\mu_{2} / \mu_{1}$ characterizes the rate of convergence). Obviously, the smaller is the ratio $\mu_{2} / \mu_{1}$ the faster is the convergence.

The results presented in Table 1 show that for some classes of matrices the convergence is relatively slow, but for some other classes it is very fast. If one has a priori information about the spectrum of the matrix $A$ the acceleration parameter $q$ (respectively $\alpha$ ) can be chosen so that to reach a very fast convergence of order $\mathrm{O}(0.0830)^{m}$ (see the last row of Table 1). Such an analysis is important because it helps to choose the power $m$ of the resolvent matrix $R_{q}$. If the matrix has a spectrum like $A_{1}$ and $q=-\frac{1}{2\|A\|}$ then $m$ has to be chosen $m \approx 30$ in order to get results with a relative error 0.01. If the matrix has spectrum like $A_{2}$ and $q=-\frac{9}{10|A| \mid}$ than after just 4 iterations the relative error in computing $\lambda_{n}$ is smaller than $5.10^{-5}$. One should try to find appropriate values for $q$ (respectively for $\alpha$ ) in order to get satisfactory accuracy for relatively small values of number of iterations. It is quite important for non-balanced matrices since non-balancing leads to increasing stochastic errors with increasing number of iterations. In illustration of this fact is the next example. We consider a random symmetric non-balanced matrix $A_{3}$ with $\lambda_{1}=64$ and $\lambda_{n}=1, n=128$. We apply Plain Power MC algorithm for computing the dominant eigenvalue $\lambda_{1}$.

We compute the first 10 iterations by Monte Carlo and by simple matrix-vector multiplication with double precision assuming that the obtained results are "exact" (they still contain some roundoff errors that are relatively small). The results of computations are presented on Fig. 1. The first impression is that the results are good.

But more precise consideration shows that the error increases with increasing matrix powers (see Fig. 2). Since we consider values of matrix powers $\frac{v^{\top} A^{k} v}{\|v\|}$ we eliminate the systematic error (the Monte Carlo estimate is a unbiased estimate) in this special case. So that considering the results from Fig. 2 we can see how stochastic error propagates with the matrix power.

One can see that for the first seven iterations the error is less than $1 \%$ while for the ten's iteration it is almost $3 \%$. This is an expected result since the applied MC algorithm is not robust for such a non-balanced matrix. It means that with increasing number of iterations the standard deviation (respectively the probability error) also increases (see Section 3.4). This consideration shows that one has to pay a special attention to the problem of robustness.

To study experimentally this phenomenon we generated matrices and vectors with a priori given properties. Matrices $A$ were generated of order 100,1000 and 5000 . The vector $h$ was filled with ones and $v$ was filled with $\frac{1}{n}$. The matrices $A$ were filled with elements of size $\frac{1}{n}$ and then perturbed by $2 \%, 5 \%, 10 \%, 50 \%$ and $90 \%$. After perturbation the matrices are not any more stochastic. Bigger the perturbation farther the matrix from the stochastic form. The norm of such matrices is around 1 . For comparison random non-balanced matrices were generated too. Our aim was to compute matrix powers in a form of $\frac{\left(v, A^{k} h\right)}{(v, h)}$ since in this case there is no system-

Table 1
Illustration of the convergence of the resolvent MC algorithm

| Matrix | $\alpha$ | $\lambda_{1}(A)$ | $\lambda_{n-1}(A)$ | $\lambda_{n}(A)$ | $\mu_{1}\left(R_{q}\right)$ | $\mu_{2}\left(R_{q}\right)$ | $\mu_{n}\left(R_{q}\right)$ | 0.6667 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A_{1}$ | $\frac{1}{2}$ | 0.5 | 0.22 | 0.05 | 0.9524 | 0.8197 | 0.8600 |  |
| $A_{2}$ | $\frac{1}{2}$ | 1.0 | 0.95 | -0.94 | 1.8868 | 0.6780 | 0.6667 |  |
| $A_{2}$ | $\frac{4}{5}$ | 1.0 | 0.95 | -0.94 | 4.0323 | 0.5682 | 0.5556 |  |
| $A_{2}$ | $\frac{9}{10}$ | 1.0 | 0.95 | -0.94 | 6.4935 | 0.5391 | 0.5263 |  |



Fig. 1. Monte Carlo and "Exact" values $\frac{v^{\mathrm{T}} \mathrm{A}^{k} v}{\|v\|}$ for a random non-balanced matrix $A_{3}$ of size $128 \times 128$. In all experiments the number $N$ of Markov chains is $10^{6}$.


Fig. 2. Relative MC error for values $\frac{v^{\mathrm{T}} A^{k} v}{\|v\|^{v}}$ for a random non-balanced matrix of size $128 \times 128$. In all experiments the number $N$ of Markov chains is $10^{6}$.
atic error. In such a way we can study how the stochastic error propagates with the number of Monte Carlo iterations for different classes of symmetric matrices. Note also that in our experiments the choice of vectors $v$ and $h$ ensures the equality $(v, h)=1$.

Since the deterministic computations were performed with a double precision we accept the results obtained as "exact results" and use them to analyse the accuracy of the results produced by our Monte Carlo code. Our numerical experiments show that the results are very close for perturbations of up to $10 \%$ whereas the results for 50 and $90 \%$ differ up to $2 \%$ for matrices of size 1000 and 5000 and differ up to $14 \%$ for a matrix of size 100 .

In Fig. 3 the relative error of the results for Monte Carlo algorithm is shown. The Monte Carlo probability error $R_{N}^{(k)}$ and the Relative Monte Carlo probability error $\operatorname{Rel}_{N}^{(k)}$ was computed in the following way:

$$
R_{N}^{(k)}=\left|\frac{1}{N} \sum_{i=1}^{N} \theta_{i}^{(k)}-\frac{\left(v, A^{k} h\right)}{(v, h)}\right|, \quad \operatorname{Rel}_{N}^{(k)}=\frac{(v, h)}{\left(v, A^{k} h\right)} R_{N}^{(k)}
$$



Fig. 3. The dependence of MC relative error (stochastic component) on power of the matrix $A$.

From Fig. 3 we can see that the error increases linearly if $k$ is increasing. The larger the matrix is, the smaller the influence of the perturbation. For comparison, the results for non-balanced matrices were included.

The variance of the results for the different perturbations are shown in Fig. 4. In this figure we compare results for different sizes of the matrix for a fixed (but relatively small) number of Markov chains. Again it is obvious that the influence of the perturbation is a lot bigger for smaller matrix of size $n=100$. But over all a variance of $10^{-5}$ is a good result and shows that the Monte Carlo algorithm works well with this kind of balanced matrices. Nevertheless, the algorithm is still not robust since the variance (and the probability error $R_{N}^{(k)}$ ) increases with increasing $k$ (see results shown on Fig. 3). It is because the norms of iterative matrices $A$ are large. Such matrices should be scaled in order to get a robust algorithm.

To test the robustness of the Monte Carlo algorithm, a re-run of the experiments was done with matrices of norm $\|A\| \approx 0.1$. In fact we used the same randomly generated matrices scaled by a factor of $1 / 10$. The results for these experiments are shown in Figs. 5 and 6.

In Fig. 5 the Monte Carlo errors for matrix size of $n=1000$ and number of Markov chains $N=1000$ are shown. The number of Markov chains in these experiments is relatively small because the variance of $\theta^{(k)}$ is small (as one can see from the experimental results). One can also see that the Monte Carlo algorithm is very robust in this case because with an increasing $k$ the error is decreasing enormously.


Fig. 4. The dependence of variance of the r.v. on perturbation of the matrix entries.


Fig. 5. The dependence of MC error on power of matrices $k$ with 'small" spectral norms $(\|A\| \approx 0.1)$.


Fig. 6. The dependence of variance of the r.v. on perturbation of matrices with "small" spectral norms $(\|A\| \approx 0.1)$.

The results shown on Fig. 6 illustrate the fact that even with a very small number of Markov chains $(N=100)$ one can obtain quite accurate results. The variance shown in Fig. 6 is $10^{10}$ smaller than the variance shown in Fig. 4. It increases with increasing of perturbations because matrices are getting more and more unbalanced. The last results show how one may control robustness (and the stochastic error of MC algorithms). It seems that it's very important to have a special balancing procedure as a pre-processing before running the Monte Carlo code. Such a balancing procedure ensures robustness of the algorithm and therefore relatively small values for the stochastic component of the error.

If one is interested in computing dominant or the smallest by modulo eigenvalue the balancing procedure should be done together with choosing appropriate values for the acceleration parameter $q$ (or $\alpha$ ) if Resolvent MC is used. If all these procedures are properly done, then one can have robust high quality Monte Carlo algorithm with nice parallel properties.

Parallel properties of the algorithms is another very important issue of the acceleration analysis. It is known that Monte Carlo algorithms are inherently parallel [ $5,6,9]$. Nevertheless, it is not trivial to chose the parallelization scheme in order to get appropriate load balancing of all processors (computational nodes). In our experiments we distribute the job dividing the number of Markov chains between nodes. Such a method of

Table 2
Matrices for testing parallel properties

| Matrix name | Size $n$ | \# of non-zero elements per row | $\lambda_{n}$ | $\lambda_{1}$ |
| :--- | :---: | :--- | :--- | :---: |
| $A_{3}$ | 128 | 52 | 1.0000 | 64.0000 |
| $A_{4}$ | 1200 | 39 | 1.0000 | -1.9000 |
| $A_{5}$ | 2000 | 56 | 1.0000 | 64.0000 |

Table 3
Computational cost $\tau$ (in millisecond) of MAO algorithm Implementation of the Resolvent Monte Carlo Algorithm for evaluation of $\lambda_{1}$ using MPI (number of Markov chains $N=10^{5} ; q>0$ for all experiments)

| Number of nodes | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | ---: | ---: | ---: | :--- |
| Matrix $A_{3}(n=128)$ | 18 | 9 | 6 | 4 | 3 |
| Matrix $A_{4}(n=1024)$ | 30 | 15 | 70 | 6 | 6 |
| Matrix $A_{5}(n=2000)$ | 21 | 11 | 7 | 5 | 4 |

parallelization seems to be one of the most efficient from the point of view of good load balancing [9]. Experiments are performed using Message Passing Interface (MPI). The matrices used in our experiments are presented in Table 2.

The results of runs on a parallel system are given in Table 3. The computational cost $\tau$ of the MAO algorithm is measured in milliseconds.

The main observations from the computational experiments are the following.

- The systematic error depends very much on the spectrum of the iterating matrix. For a reasonable choice of the acceleration parameter $q$ (or respectively $\alpha$ ) the convergence of Resolvent MC can be increased significantly (in comparison with the Plain Power MC).
- The experimental analysis of the stochastic component of the error shows that the variance can be reduced significantly if a pre-processing balancing procedure is applied.
- The computational cost (time) $\tau$ is almost independent from the size of the matrix. It depends linearly on the mathematical expectation of the number of non-zero elements per row.
- There is a linear dependence of the computational cost on the number of Markov chains $N$.
- When MAO algorithm is run on parallel systems the speedup is almost linear when the computational cost $\tau$ for every processor is not too small.

All observations are expected; they confirm the theoretical analysis of MAO algorithm.

## 6. Conclusion

In this paper we have analysed the robustness and applicability of the Almost Optimal Monte Carlo algorithm for solving a class of linear algebra problems based on bilinear form of matrix powers $\left(v, A^{k} h\right)$. We have shown how one has to choose the acceleration parameter $q$ (or $\alpha$ ) in case of using Resolvent Power MC. We analysed the systematic error and showed that the convergence can not be better that $\mathrm{O}\left(\frac{1+|q|_{n}}{1+|q| \lambda_{n-1}}\right)^{m}$. We have analysed theoretically and experimentally the robustness. We have shown that with increasing the perturbations of entries of perfectly balanced matrices the error and the variance are increasing too. Especially small matrices have a high variance. For a rising power of $A$ an increase of the relative error can be observed. The robustness of the Monte Carlo algorithm with balanced matrices with matrix norms much smaller than 1 has been demonstrated. In these cases the variance has improved a lot compared to cases were matrices have norms close to 1 . We can conclude that the balancing of the input matrix is very important for MC computations. A balancing procedure should be performed as an initial (preprocessing) step in order to improve the quality of Monte Carlo algorithms. For matrices that are "close" in some sense to the stochastic matrices the accuracy of the MC algorithm is fairly high.
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