Runtime Dependency Analysis for Loop Pipelining in High-Level Synthesis

Mythri Alle
IRISA/University of Rennes 1
mythri.alle@irisa.fr

Antoine Morvan
INRIA/ENS cachan
antoine.morvan@inria.fr

Steven Derrien
IRISA/University of Rennes 1
steven.derrien@irisa.fr

ABSTRACT
Research on High-Level Synthesis has mainly focused on applications with statically determinable characteristics and current tools often perform poorly in presence of data-dependent memory accesses. The reason is that they rely on conservative static scheduling strategies, which lead to inefficient implementations. In this work, we propose to address this issue by leveraging well-known techniques used in superscalar processors to perform runtime memory disambiguation. Our approach, implemented as a source-to-source transformation at the C level, demonstrates significant performance improvements for a moderate increase in area while retaining portability among HLS tools.

1. INTRODUCTION
High-Level Synthesis (HLS) enables the derivation of custom hardware from high-level algorithmic specification (in C, C++, SystemC, etc.) There exists several robust and mature HLS tools [1, 2] used as production tools by world-class chip vendor companies. Even though these tools provide impressive improvement in productivity, there is a large gap between “accepted” codes and “efficiently handled” codes. They hence rely on the designer to deeply restructure the program source code and to use sophisticated compiler directives (usually in the form of #pragmas) to drive the synthesis flow.

Many of the techniques used in HLS borrow from earlier research results on optimizing compiler back-end for DSP or VLIW processors. In such a compiler, instructions are statically scheduled. Such an approach prevents scheduling optimization opportunities for HLS tools. This choice in design flow has not yet been questioned and this is easy to explain: the application domain targeted by HLS mostly consists of kernels for which the aforementioned approaches perform relatively well.

However, as HLS usage becomes widespread, it is likely that user expectations and target application domains will expand beyond their current needs. For example, current generation HLS tools perform poorly when trying to schedule computations that have data-dependent memory accesses. For these kernels, it is generally not possible to assert at compile time that two array/memory accesses will never alias\(^1\), even if they very rarely (or even never) do in practice. In such situations, HLS tools fallback to a conservative (worst case static) scheduling, which guarantees correctness but is inefficient.

While this problem may currently be perceived as a corner case by HLS tool providers, we believe that improving the support for such dynamic behavior is important to broaden the use of HLS to more application domains. For example, recent research work advocated the use of FPGA for accelerating data-analytic applications [3] and sparse linear algebra operations [4]. Both of these domains contain data-dependent memory accesses. For such application domains, providing efficient high-level design tools is a key issue and current HLS tools are clearly not ready for that.

In this work, we study how dynamic scheduling techniques can be used to improve the efficiency of HLS tools in the presence of complex data-dependent memory accesses. More precisely, we make the following two contributions:

- We propose a technique based on runtime memory disambiguation to improve the efficiency of loop pipelining in the presence of data-dependent memory dependencies.
- We implement our approach as a semi-automatic (i.e., user driven) source-to-source transformation, enabling portability among HLS tools.

We validate our approach on a set of representative kernels using two leading-edge HLS tools, with FPGA as target technology. Our results show that our technique can lead to significant improvement in throughput at the price of moderate area overhead.

The remainder of the article is organized as follows. Section 2 describes the problem we address in this work. Section 3 describes our technique and its implementation. Section 4 provides experimental validation of our approach. Conclusion and future direction are discussed in Section 5. We provide detailed algorithms and results in Appendix A and Appendix B respectively. Appendix C presents a survey of related work. Current limitations of our approach are discussed in Appendix D.

2. PROBLEM STATEMENT
Loop pipelining is a key optimization in High-Level Synthesis tools. It builds on the software pipelining technique proposed by Lam et al. back in 1988 [5]. In this technique, parallelism across loop iteration is exploited by initiating the next iteration of the loop before the completion of the current iteration. This allows instructions from several iterations to overlap and hence improve throughput. The throughput achieved is limited by the delay between initiations of two successive iterations. This delay is called as the initiation interval \(I\). Typically \(I\) is determined both by hardware constraints and data dependencies in the application. However, since HLS tools are not constrained by

\(^1\)That is, they will never access the same memory location.
a predefine micro-architecture, data dependencies alone determine the minimum $H$ that can be achieved. Thus, the efficiency of loop pipelining in the context of HLS is dependent on the accuracy of dependency analysis provided by these tools. Most HLS tools employ basic (hence conservative) dependency analysis techniques, which limit the applicability of loop pipelining.

For example, consider the loops shown in Figure 1. Loop L1 contains a non-uniform, non-affine dependency that is difficult to analyze. Hence, HLS tools are forced to make a conservative assumption that the write in the current iteration is consumed in the next iteration. This prevents the tool from pipelining this loop. To cope with this limitation, HLS tool vendors provide additional user directives (in the form of pragmas). These directives allow users to bypass the tool dependency analysis and force the compiler to generate a pipelined schedule. For example, asserting that the minimum number of iterations between dependent memory operations is 5 allows the HLS tool to overlap five iterations of the loop. This enables the tool to pipeline the loop.

1. #pragma pipeline, max_latency=5
2. L1: for (int i=1; i<N; i++)
3.   // reuse distance =0 when D>1
4.   z[i*N+2] = foobar(z[i-1]);

6. L2: for (int i=0; i<N; i++)
7.   addr = lookup[i];
8.   x[addr] = foo(x[addr]);

Figure 1: Two types of dependences.

However, in many cases it is impossible to determine dependencies at compile-time. Such cases typically occur when data-dependent array accesses are involved in the loop body. This is the case of the loop L2 in Figure 1. For such loops, the only solution to extract additional parallelism is to perform a dependency analysis at runtime, by using so-called runtime memory disambiguation.

2.1 Related Work

In this section, we discuss an earlier work that employed runtime memory disambiguation in the context of HLS. Interested readers are referred to a more detailed discussion of related work in Appendix C. Ravi et al. [6] proposed the use of runtime memory disambiguation to obtain higher throughput implementations for applications containing memory accesses that cannot be disambiguated at compile time. The basic idea behind their technique is to generate two different schedules and to choose one of them at runtime. One schedule assumes that there are no dependencies between memory operations and hence provides more opportunities to exploit parallelism. The other schedule is conservative and assumes there is a dependency. Verification operations are introduced to check for a dependency at runtime. Depending on the outcome of these operations, appropriate schedule is chosen at runtime. The verification operations check for a dependency violation between the current iteration and the previous iteration. This allows only two loop iterations to overlap. We extend this idea by allowing multiple iterations to overlap to achieve a higher throughput. When multiple iterations overlap, it is necessary to add multiple runtime checks, one for each pending memory operation in the pipeline. We discuss this in detail in section 3. Further, the earlier technique adds new states to the FSM to incorporate different schedules and verification operations. This could potentially lead to complex FSM, which may affect the clock frequency. We borrow the technique employed in superscalar processor by introducing necessary control to stall the pipeline. Though our technique also affects clock frequency, we expect it to have a smaller impact. In the following, we discuss two issues that affect efficiency of our approach.

2.2 Customizing Disambiguation Hardware

In the context of HLS, implementing runtime memory disambiguation has much fewer drawbacks than in a complex super-scalar processor. In HLS, the architecture is customized for a given application kernel, hence it is possible to analytically measure the benefit of dynamic disambiguation for this kernel (or part it) before deciding to use it. For example, if the HLS compiler front-end fails to analyze a memory dependence and if profiling pass shows that the probability for an actual manifestation of the dependency during the loop execution is low, using this technique is likely to be beneficial. The main challenge is to customize the memory disambiguation hardware to have “good enough” accuracy, while minimizing its hardware footprint and critical path length.

2.3 Working at the Kernel C Source Level

Our approach should ideally be implemented in a commercial HLS tools. However, these tools are closed source compiler infrastructures and cannot be modified/extended by third parties. Although it would be possible to use an open-source HLS tool, it turns out that they lack the level of robustness that we expect to be able to make our technique work properly.

One solution is to implement this approach as a source-to-source transformation operating directly at the C level. Source-to-source (S2S) compilers are well known in the parallel computing community [7, 8], but are rarely used in the context of HLS [9, 10]. In a S2S-HLS flow, the HLS tool is used as a back-end in charge of low-level scheduling/binding stages. This permits the S2S compiler to be vendor independent, and eases the evaluation of the approach on several different HLS backends. It however brings additional challenges, we cannot have access or control the low-level scheduling/binding decisions performed at the back-end level.

3. PROPOSED APPROACH

We propose to transform the loop structure in the initial C specification to include additional control logic for memory dependency hazard detection. This control logic is in charge of blocking the pipelined schedule when necessary. Note that our technique does not pipeline the loop; it transforms the loop to allow pipelining of the loop. This section provides a description of our technique and its implementation as an automatic source-to-source transformation.

3.1 An Illustrative Example

We first illustrate our approach using a simple example shown in Figure 2. In this kernel, which computes an image histogram, the array $\text{hist}[]$ holds the frequency of occurrence of pixel intensity values in $\text{pixel}[]$. Array $\text{hist}[]$ is indexed by the value of the pixel at hand and its corresponding occurrence count is incremented.

The innermost loop body contains a potential RAW (Read After Write) loop carried dependency over array $\text{hist}[]$. Since the access pattern of array $\text{hist}[]$ depends on the data ($\text{pixel}[i][j]$) that is being processed, static dependency analysis will fail at disambiguating memory references
for hist[]. The loop pipeline scheduler will hence have to consider this loop carried dependency when looking for a pipelined schedule. Assuming one cycle latency for the array read operation and one cycle latency for the array write operation and one cycle latency for the addition, we will obtain a lower bound for \( II = 3 \) as illustrated in Figure 3.

Figure 3: Original pipeline of the histogram kernel

However, since successive pixels within an image have a relatively low probability of having \( exactly \) the same value, this dependency will not manifest itself very often, making the statically pipelined schedule inefficient. The use of runtime disambiguation techniques brings the possibility of implementing a tighter \( (II = 1 + \epsilon) \) pipeline schedule, at the price of additional runtime checks to ensure the schedule correctness. These runtime checks perform runtime address disambiguation and consists checking if two pending memory operations are dependent. In the context of loop pipelining, there can be multiple instances of the same instruction in-flight in the pipeline. It is therefore necessary to check for a potential dependency violation for each of the pending memory operations.

We use a shift register to store the addresses accessed by write operations, on which other read operations could be dependent. In the following, we refer to such set of write operations as dynamic writes\(^2\), and similarly all read operations that may alias as dynamic reads. Note that the memory operations that can be statically analyzed and disambiguated are not considered as dynamic read/write. All dynamic reads are checked against the addresses stored in the shift register to detect any aliases, i.e. dependence violations at runtime. The entire loop body, including the increment of the loop index, is guarded by the result of this check. If we detect an alias at runtime, no new computation is issued (this can be seen as dynamically introducing a bubble in the pipeline). In this approach, a distinct shift register is needed for every dynamic write instruction. Similarly, alias detection hardware is needed for related pairs of dynamic reads/writes (This issue is further discussed in Section 3.3).

To help the reader understand our approach, we show in Figure 4 the transformed code corresponding to the histogram kernel. An array shift_reg[] is introduced to store the addresses of pending dynamic write operations in the pipeline. Alias detection is performed by the loop labeled L2, which we completely unroll (using a pragma) to enable parallel execution of the address comparisons (this is only possible if the shift_reg[] is mapped to registers). Both the depth of the shift register and the iteration count of the loop depend on the latency of the pipeline.

Figure 4: Transformed code for histogram kernel.

The results of all the address comparisons are stored in a stall1 signal. The value of this signal indicates if an immediate execution of the current loop iteration induces a memory dependency violation. If there is a violation, no new operation is issued until the pending conflicting memory operation has been completed. This is ensured by guarding all the instructions in the loop body using the stall signal as predicate. It is important to note that the loop increment is also guarded by this condition.

In this transformed loop, since the stall logic detects any possible violation and stalls the execution, the while loop (labeled L1) can now be safely pipelined, by forcing the HLS tool to ignore the target memory dependency. An illustration of the pipelined execution is provided in Figure 5. In the following sections, we discuss various aspects of this technique in detail.

Figure 5: Pipeline of the transformed histogram kernel.

### 3.2 Identifying Ambiguous Memory Accesses

The first step in transforming the loop is to identify memory accesses that need to be handled by this approach. In this work, we restrict the use of the technique to arrays mapped to on-chip memory banks, where no inter-array alias is allowed (inter-array alias is usually not supported by HLS tools).

The detailed algorithm to identify ambiguous memory accesses is provided in Appendix A (algorithm 1). This algorithm analyzes RAW, WAR and WAW dependencies. In the case of a RAW or WAW dependency we check that a memory read (resp. memory write) does not alias a pending write operation (we hence need to keep track of write dependencies).

```
uint i,j;
uchar val;
uchar pixel[w][h];
uint hist[256];
#endif
// histogram building loop
for (i=0; i<w; i++) {
    for (j=0; j<h; j++) {
        val = pixel[i][j];
        hist[val] = hist[val]+1;
    }
}
```

Figure 2: Histogram kernel and dependency graph
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Figure 5: Pipeline of the transformed histogram kernel.
```
addresses). In the case of WAR dependencies, we check issuing writes against pending reads (hence keeping track of the read address).

However, it is to be noted that not all dependencies require dynamic memory disambiguation. In the following, we explain which dependencies are relevant for our approach.

1. Fully-static dependences consist of memory accesses that can be statically analyzed and the compiler is able to prove the absence of alias. Obviously, these need not be considered by our approach.

2. Partially-static dependences consist of accesses that can be statically analyzed but for which the compiler identifies a subset of the loop iteration domain where alias happens (see Appendix C.1). Some of these references may be good candidates for our technique which could be more area efficient than fully static solutions [10].

3. Fully-dynamic dependences consist of all pairs of memory accesses that cannot be statically analyzed and for which designer cannot assert that alias will never occur. An example of such a dependency is shown in our earlier example in Figure 2.

3.3 Extracting Address Expressions

Once we have computed potentially aliasing memory accesses, we must identify their index/address expressions. In the case of multi-dimensional arrays, index expressions for a given dimension are ignored for disambiguation when they are found to be the same in both elements of the pair.

Once identified, the set of index expressions that require disambiguation must be sliced out of the loop body where these indices are originally computed. An example of a program and the slice corresponding to the computation of the index val is shown in Figure 6.

```c
for ( i = 0; i < n; i++) { (int) slice(...) {
    inc = 10;
    if ( i == X[i] ) {
        val = Y[i];
        else
            inc = inc + 30;
        val = Y[i] + 10;
    } else {
        return val;
    }
    C[i] = foo(C[val]) + inc;
}
```

Figure 6: Example showing the program slice of index expression

This step is very important as this slice will be moved out of the initial body and will become part of the pipeline stalling control logic. Note that it is possible only if the execution of the slice is side-effect free and if the slice does not involve ambiguous memory accesses (these limitations are discussed in Appendix D).

3.4 Simplifying Disambiguation Logic

Since we are deriving a custom micro-architecture tailored to a specific kernel, we also have the opportunity to customize the disambiguation logic to minimize its hardware footprint. Instead of storing a complete pending address in the shift register it is possible to use a hash of its value, to store (and compare) a smaller number of bits. This kind of technique is used in super-scalar processors to reduce the hardware cost of the disambiguation engine [13, 14].

This saving in area comes at a cost: using fewer bits to encode the address will lead to false positives in the alias detection, leading to increases in number of (unnecessary) stall cycles.

However, because we are designing application specific hardware, we can tailor the choice of the hashing function to the kernel at hand (such a customization can be driven by memory access execution traces of the kernel). One can for example search for the sub-set of bits in the address that, when used as hash, minimize the numbers of conflicts4. More sophisticated hashing functions used for super-scalar processors and based on Bloom filters [13] or non-singular binary matrix multiplication [15] could also be considered. However, their larger hardware footprint makes them unpractical for our approach.

Depending on the hashing function employed, not all bits in the address are required to check if the pipeline has to be stalled. This in turn can shorten the combinatorial path of alias detection logic, as we may start detecting a possible alias even before all address bits have been computed.

3.5 Reducing Shift Register Area Cost

As mentioned earlier, we introduce a shift register to hold addresses (either for a read or for a write) for all in-flight memory operations involved in an ambiguous dependency pair. One obvious simplification is to make sure a same address sequence is not mapped to two different shift registers.

It is also possible to take advantage of memory operations occurring in mutually exclusive execution paths inside the loop body. In this case, the same shift-register and alias detection logic can be used for both memory operations. Finding the minimum number of such registers is a classical resource conflict allocation problem that can be modeled (and solved) as a graph coloring problem, where non-mutually exclusive registers are considered as conflicting nodes in the graph. Our current implementation however uses a simple greedy strategy detailed in Algorithm 2.

In addition to the number of shift register components, we also need to determine their individual depths. These depths depend on the number of stages separating ambiguous access pairs in the loop pipeline. In our running example in Figure 2, the number of entries in the shift register depends on the schedule of the write operation in the pipeline and its corresponding read. In this example, the write is scheduled at stage 3, while the read is scheduled at stage 1. This hence requires a two-entry shift register.

Since we are implementing this technique as a front-end optimization, such a detailed knowledge about the pipelined schedule may not be available. In our current implementation, we assume the worst-case latency, which is the latency of the pipeline itself. We assume that this information is provided by the user through a compiler directive. This could be improved and automated as most HLS tools provide a script based interface to access cycle accurate schedule information.

4. IMPLEMENTATION & RESULTS

In this section, we first briefly describe the implementation of our technique in an existing compiler infrastructure and then present some experimental results.

---

4Our work on automating the selection of a hashing function is still on-going.
4.1 Implementation in an S2S Compiler

The technique discussed in this paper was implemented as a part of GeCoS\textsuperscript{5}, a source-to-source compiler framework targeted at High-Level-Synthesis. To implement this transformation we leverage the compiler high-level intermediate representation that offers an SSA based representation, while preserving the program structure. Our SSA model is able to deal with both scalars and array accesses (using may/must dependency information) as we assume no inter-array alias and do not support pointers.

For these experiments, we consider that all the memory read/write pairs that do not alias have been flagged either by the compiler or by user directives. The remaining ambiguous access pairs are then considered for runtime dependency analysis. In our current prototype, the choice of the hashing function is limited to simple function where the hash is a concatenation of the n least significant bits from index expression of each dimension of the array.

4.2 Chosen Benchmark

There are currently very few publicly available benchmark suites for HLS tools. The CHStone\cite{16} seems the only one containing kernels with loops and array accesses. However it only contains examples that are well supported by most HLS tools (regular access patterns, no complex loop carried dependencies, etc.). It is therefore irrelevant in our case.

To validate our approach we hence chose a set of kernels with memory dependencies for which our approach can be applied. The first set of kernels exposes partially-static memory dependencies. They are the same as those used by Morvan et al. [10] in their work and correspond to loop nest that underwent a loop coalescing transformation. This set includes BBFIR, Matrix-multiply, Floyd-Warshall and Jacobi-2D kernels. For the sake of completeness, we compared our results with their approach (which provides a compile-time schedule correction mechanism). This comparison is discussed in Table 1 of Appendix B.

The second set of kernels contains fully-dynamic dependencies. It consists of Knapsack, histogram and tree-traversal kernels. For these loops, performance improvements provided by our technique are data-set dependent. Rather than trying to characterize realistic workloads (which is inherently difficult since these kernels can be used in a wide variety of applications), we provide performance improvement by using synthetic benchmarks with two different probabilities (10\% and 50\% chances) for a memory dependency to manifest during the kernel execution.

4.3 Experimental Results

We used two leading edge commercial High-Level Synthesis tools, which we are not allowed to name due to licensing issues. The first one, that we will name LEC-HLS, is considered as being one of the most efficient and robust HLS tool currently on the market. The second one is targeted for a FPGA technology vendor X and is now sold as a standard component of their FPGA design flow. We will call this second tool FPGA-HLS.

Each kernel was transformed into several versions, each one with a different hashing strategy. The goal is to explore the trade-off between the alias detection accuracy (minimizing false positive dependencies) and area and clock speed overhead of the detection logic. We synthesized both the original and transformed kernels for Virtex-6 and Stratix-IV FPGAs and compared their area, frequency, clock cycles

\textsuperscript{5}http://gecos.gforge.inria.fr/doku.php

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Area/performance trade-off for LEC-HLS and FPGA-HLS}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|l|l|l|l|}
\hline
 & & & & & & & & \\
 & Area & & & & & & & \\
 & FPGA-HLS & & & & & & & \\
 & BBFIR & & & & & & & \\
 & ProdMat & & & & & & & \\
 & FW & & & & & & & \\
 & Jacobi-2D & & & & & & & \\
 & Hist & & & & & & & \\
 & TreeTrav & & & & & & & \\
 & Knapsack & & & & & & & \\
 & LEC-HLS & & & & & & & \\
 & BBFIR & & & & & & & \\
 & ProdMat & & & & & & & \\
 & FW & & & & & & & \\
 & Jacobi-2D & & & & & & & \\
 & Hist & & & & & & & \\
 & TreeTrav & & & & & & & \\
 & Knapsack & & & & & & & \\
 \hline
\end{tabular}
\end{table}

Figure 7: Area/performance trade-off for LEC-HLS and FPGA-HLS

count (#cycles) and overall performance (combining both frequency and #cycles). Due to page limit, the complete results are provided in Appendix. We also discuss the impact of increasing pipeline depth on area and performance in Appendix B.

We provide a graphical summary of the results in Figure 7. We normalized the area and execution time of each transformed kernel by scaling them w.r.t the area and execution of their corresponding original kernel. For few kernels, inner-most loop did not contain any dependencies and hence it was possible to pipeline the loop without employing our technique. For such kernels, the comparison shown in the figure is with that of the pipelined version. We refer to this implementation as pipeline-1D. For such kernels, our technique is applied on the coalesced loop \cite{10}, which allows pipelining of outer levels of the loopnest in addition to the inner-most loop.

Performance is shown for two versions of each benchmark kernel (the L-suffix stands for large iteration count, the S suffix stands for small iteration count). Area is provided for full address alias detection (e.g. no hashing) and for a hashing based on the 4 least significant bits of the address.

On average, we observe an increase of 18\% overhead in area and a reduction of 74\% in execution time for LEC-HLS tool and 29\% and 25\% for FPGA-HLS tool over pipeline-1D implementation.

To quantify the benefit of our approach, we compared our results against a theoretic/hypothetical optimization which, given an extra area of x\% would decrease execution time by the same amount. This reference is represented in Figure 7 as dashed diagonal lines. Additionally we represent in the figure three regions named 1, 2 and 3, which correspond to different cases of performance/area trade-offs.

- Region 1 contains all transformed kernels for which our optimization is counter-productive. These include (in both HLS tools) Floyd-Warshall and Jacobi-2D (for large iteration counts). They correspond to situa-
tions where the number of false dependence eliminated using our technique is limited and where the degradation in clock frequency due to the alias detection logic is high.

- Region 2 contains all transformed kernels where our optimization helps improving overall performance, but for a considerable area overhead. These include Matrix-multiply and knapsack kernels. In both these kernels the inner-loop is parallel and can be pipelined without using our technique. Hence, the scope for performance improvement is limited.

- Region 3 contains all transformed kernels for which our optimization significantly improves the efficiency of the accelerator at a minor area overhead. These include tree-traversal and BBFIR in both tools. In LEC-HLS tool, histogram also belongs to this region. In FPGA-HLS tool, though we could achieve performance improvement for histogram kernel, the area overhead is also significant. So this belongs to Region 2 in FPGA-HLS tool. area overhead.

Interestingly, kernels in regions 2 and 3 are different from one tool to another. However, it seems that the LEC-HLS better supports our technique. Nevertheless the results show that the approach is beneficial to kernels where data-dependent memory accesses prevent pipelining (for ex: tree traversal, histogram). It also performs relatively well in less favorable cases where inner loop can be pipelined without our technique (for ex: BBFIR, knapsack).

5. CONCLUSION

In this paper, we have proposed an original technique for improving the ability of current HLS to deal with loops involving dynamic memory dependencies. Our approach was implemented in a source-to-source compiler and shows significant performance improvements.

We consider our work as the first step toward more aggressive dynamic scheduling technique which could borrow from approaches used in high-performance processors. We believe that there exist many interesting challenges that could benefit from advanced source-to-source transformations mixing aggressive static analysis features with customized speculative micro-architectures.
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APPENDIX

A. DETAILED ALGORITHMS

In this section, we provide formal specification of the algorithms. Algorithm 1 is used to identify ambiguous memory operations. The input for this algorithm is a dependency graph that includes anti, output and true dependencies.

Algorithm 1 Identify the dependent memory operations

Require: DG dependency graph that includes anti and output dependencies, \( \Delta \) the latency of the pipeline

\[ \text{procedure IDENTIFYDEPENDENTPAIRS(DG,} \Delta \text{)} \]

for all \( d \in \text{DG} \) do
if \( \text{depDist}(d) \geq \Delta \) over entire iteration space then continue;
else if \( d \) holds over whole iteration space then continue;
end if
\( \text{src} \leftarrow \text{source}(d) \)
\( \text{tgt} \leftarrow \text{target}(d) \)
\( \text{depPairs} \leftarrow \text{depPairs} \cup (\text{src}, \text{tgt}) \)
end for
end procedure

Another optimization we briefly mentioned in section 3.5 is to reuse shift registers across memory operations that are on mutually exclusive paths. To motivate the need for such an optimization, consider a case shown in Figure 8.

```
1 for ( int i = 0; i < N; i++ ) {
2    for ( int j = 0; j < k; j++ ) {
3        if ( j > w[i] ) {
4            lab1: \( T[i][j] = f(T[i][a[i]]); \)
5            output[i] = f(T[i][w[i]]);
6        } else {
7            lab2: \( T[i][b[i]] = g(T[i-1][b[i]]); \)
8               output[i] = k(T[i][j]);
9        }
10    }
```

Figure 8: An example kernel

Using a simple scheme, we would require three shift registers, one per each memory operation. However, shift registers can be shared between two write operations (at labels lab1 and lab2) since they are on mutually exclusive paths. Algorithm 2 describes the method to assign shift registers to memory operations.

B. DETAILED RESULTS

In this section, we summarize the experimental results. Table 1 summarizes the hardware area (in terms of LUTs, Flipflops and DSPs) and the frequency of each of the implementations obtained using LEC-HLS tool. Table 5 summarizes the area and frequency of the implementations obtained using FPGA-HLS tool. The performance comparison of these implementations is summarized in tables Table 3 and Table 4 for LEC-HLS and FPGA-HLS tools respectively. We compare the results obtained using LEC-HLS tool with the results of approach proposed by Morvan et al. [MDQ11].

Another interesting aspect to study is the impact of pipeline depth on the efficiency of the our technique. Increasing pipeline depth leads to an increase in the number of entries in the shift register and the comparison logic. The secondary effect on area is due to the increase in number of bits used in the hash function. As the pipeline depth increases, the number of false positives would also increase.

<table>
<thead>
<tr>
<th>Application</th>
<th>Version</th>
<th>Hardware characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALUT</td>
<td>FPGA</td>
</tr>
<tr>
<td>BBFIR</td>
<td>original</td>
<td>555</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>489</td>
<td>241</td>
</tr>
<tr>
<td>ProdMat</td>
<td>original</td>
<td>489</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>499</td>
<td>230</td>
</tr>
<tr>
<td>FloydWarshall</td>
<td>original</td>
<td>493</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>493</td>
<td>175</td>
</tr>
<tr>
<td>Jacobi-2D</td>
<td>original</td>
<td>1014</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>1417</td>
<td>715</td>
</tr>
<tr>
<td>Knapsack</td>
<td>original</td>
<td>172</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>429</td>
<td>167</td>
</tr>
<tr>
<td>Histogram</td>
<td>original</td>
<td>159</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>425</td>
<td>165</td>
</tr>
<tr>
<td>TreeTraversal</td>
<td>original</td>
<td>370</td>
</tr>
<tr>
<td>[MDQ11]</td>
<td>381</td>
<td>160</td>
</tr>
</tbody>
</table>

Table 1: Hardware characteristics of different implementations using LEC-HLS tool
In order to maintain the same rate of false positives, we have to increase the number of bits used for hashing the address of memory operations. The number of additional bits required depends on the actual data pattern. Further, increase in the number of pipeline stages also increases the penalty we pay in the case of an actual dependency. Table 2 shows the results we obtained for an example kernel by increasing the number of stages from 5 to 22. The example contains a series of 32 bit multiplications guarded by conditions based on the output of previous multiplication. We obtain implementations with various pipeline stages by controlling the required clock frequency. To measure the impact on performance, we assume uniform probability for a memory dependence to manifest at runtime. The table shows the incremental performance/area overhead over the implementation with fewer stages.

<table>
<thead>
<tr>
<th>Pipeline Depth</th>
<th>HashSize (in bits)</th>
<th>ALUT</th>
<th>REG</th>
<th>% inc</th>
<th>freq (MHz)</th>
<th>% inc perf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8</td>
<td>746</td>
<td>194</td>
<td>31.3</td>
<td>3.9</td>
<td>20.85</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>915</td>
<td>345</td>
<td>3.4</td>
<td>3.4</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>11</td>
<td>1073</td>
<td>604</td>
<td>99.1</td>
<td>3.4</td>
<td>7.3</td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>1111</td>
<td>418</td>
<td>36.4</td>
<td>3.4</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 2: Impact of pipeline stages on Area and Performance

C. DISCUSSION ON RELATED WORK

Runtime dependence analysis (and also dependency analysis) is a widely studied topic and is studied in various contexts. In the following, we summarize some of the important research work.

C.1 Compiler Based Dependency Analysis

Dependency information is important for parallelizing compilers. Hence, static dependency analysis\(^6\) has been (and is still) a very widely studied topic. Earlier works have focused on regular (i.e. affine) access patterns such as those found in scientific codes. The developed approaches range from fast but very conservative, to exact ones [Fea91, Pug91]. More recent works focus on extending the scope of these analyses to more irregular computation patterns [CBF95, OR12].

Dependency information obtained from such static analysis is used by compilers when performing optimizations. In the context of loop pipelines, the dependency information is an important factor that determines the efficiency of the pipeline schedule. In many cases, a loop-carried dependency will hold only over a sub-set of the iteration space and sophisticated analysis can compute this information. This information can be used to perform an index set splitting transformation, which isolates the iteration subset that can be pipelined (or parallelized) [GF10]. Another approach, specifically targeted at HLS corrects the loop schedule by inserting wait-states at compile time. This approach was proposed by Morvan et al. [MDQ11] for correcting dependency violations occurring after a loop coalescing transformation.

C.2 Software Runtime Dependency Analysis

The idea of performing software based runtime dependency analysis was proposed as early as 1989 by Nicolau [Nic89]. The basic technique is to introduce checks in the source code to disambiguate memory references at runtime.

This allows compiler to aggressively schedule operations assuming memory references do not alias on one path. Huang et al. [HH94] present a similar technique for architectures that support conditional execution. They employ predicates to guard the statements instead of explicit branches.

Salami et al. [SCAV02] extend this technique to disambiguate an entire loop instead of disambiguating at the level of iterations. This was proposed in the context of multimedia applications. Another work by Rius et al. [RRH03] uses a representation called RT.LMAD, Run-Time Linear Memory Access Descriptor to summarize the memory references in the program. This representation is used to disambiguate memory references at the level of loops efficiently. Both of these approaches aim at detecting loops containing DOALL parallelism.

C.3 Hardware Runtime Dependency Analysis

The idea of performing memory dependence analysis at the micro-architectural level dates back to early 80s. Smith [Sm84] proposed Decoupled Access Execute architectures to perform an associative compare of each newly issued load address with all the addresses in the Write Address Queue\(^7\) to ensure store forwarding for aliasing load/store pairs.

This kind of mechanism was later extensively used in Load-Store Queues (LSQ) of wide issue out-of-order superscalar processor architectures to handle dependence violations due to speculative execution of load/store operations. Such super-scalar processors have very deep execution pipelines (31 stages for the Pentium D). This mechanism is therefore quite costly in terms of transistor count. For such architectures, the challenge is to provide a scalable mechanism to deal with hundreds of in flight instructions [BZ06, SDB+08]. In the context of embedded hardware platforms, the energy consumed by such an approach also needs to be taken into account. In most of the embedded platforms even when the processor pipeline depth and issue width remain limited, the performance improvement provided by this mechanism rarely outweighs its area and

---

\(^6\)The book of Allen and Kennedy [KA02] offers a good survey of the topic.

---

<table>
<thead>
<tr>
<th>Application</th>
<th>Version</th>
<th>Hardware characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALUT</td>
<td>REG</td>
</tr>
<tr>
<td>BFIR</td>
<td>original</td>
<td>216</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>355</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>346</td>
</tr>
<tr>
<td>Prodmat</td>
<td>original</td>
<td>234</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>422</td>
</tr>
<tr>
<td></td>
<td>8bit Hash</td>
<td>296</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>236</td>
</tr>
<tr>
<td>FloydWarshall</td>
<td>original</td>
<td>235</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>424</td>
</tr>
<tr>
<td></td>
<td>8bit Hash</td>
<td>296</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>206</td>
</tr>
<tr>
<td>Jacobi-2D</td>
<td>original</td>
<td>385</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>592</td>
</tr>
<tr>
<td></td>
<td>8bit Hash</td>
<td>296</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>222</td>
</tr>
<tr>
<td>Knapsack</td>
<td>original</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>340</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>306</td>
</tr>
<tr>
<td>Histogram</td>
<td>original</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>FA-16bit</td>
<td>101</td>
</tr>
<tr>
<td></td>
<td>8bit Hash</td>
<td>104</td>
</tr>
<tr>
<td>TreeTraversal</td>
<td>original</td>
<td>188</td>
</tr>
<tr>
<td></td>
<td>FA-8bit</td>
<td>192</td>
</tr>
<tr>
<td></td>
<td>4bit Hash</td>
<td>192</td>
</tr>
</tbody>
</table>

Table 5: Hardware characteristics of different implementations using FPGA-HLS tool
energy overheads. Interestingly, some mixed static/dynamic approaches have also been proposed. In the work of Gallagher et al. [GCM+94] the hardware support for runtime dependency analysis is only activated for load/store pairs that are flagged by the compiler as being possibly dependent and use compiler generated repair code in case of a dependency violation. This technique was later extended by Mahadevan et al. [MNJH00] in the context of modulo scheduled loops targeting the EPIC IA64 architecture.

C.4 Runtime Scheduling in HLS

High-Level Synthesis frameworks focus on kernels that exhibit limited data-dependent behavior inside loop kernels. For this reason, most of HLS tools have been relying on static scheduling techniques. Several research work [KW02, RB94, GSK+01, VCG05] have addressed issues related to runtime scheduling (in which we include speculative techniques) in order to support efficient scheduling (in both latency and area) over possibly complex control-flow execution paths. However these contributions do not employ runtime dependency analysis techniques and assume that memory disambiguation is performed at compile time (hence conservatively).

More recently, Thielman et al. [THK11] studied the automatic generation of speculative application specific microarchitecture from high-level specifications. While similar in its goal, their approach differs from ours in two ways: (1) They focus on value prediction techniques to reduce impact of external memory accesses. However, they do not consider runtime hardware memory disambiguation techniques. (2) They focus on a specific architectural model (the PreCORE machine); whereas our approach aims at a seamless integration into existing HLS flows.

D. LIMITATIONS OF THE APPROACH

In this section, we discuss the limitation of the approach both from the point of efficiency and from the applicability of the technique.

D.1 Performance Bottleneck

It is important to understand how our stall logic mechanism is implemented to realize its limitations.

Table 3: Execution time (in ns) for different implementations synthesized using LEC-HLS tool

<table>
<thead>
<tr>
<th>Application</th>
<th>Size</th>
<th>orig.</th>
<th>[MFK11]</th>
<th>FA-16bit</th>
<th>8bitHash</th>
<th>4bitHash</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBFIR</td>
<td>256 × 8</td>
<td>22413.4</td>
<td>9279</td>
<td>-</td>
<td>1189.24</td>
<td>11751.18</td>
</tr>
<tr>
<td></td>
<td>1024 × 32</td>
<td>254790.66</td>
<td>148850</td>
<td>-</td>
<td>189456.84</td>
<td>209472.09</td>
</tr>
<tr>
<td>ProdMat</td>
<td>4²</td>
<td>11827.2</td>
<td>294</td>
<td>295.1</td>
<td>361.92</td>
<td>280.16</td>
</tr>
<tr>
<td></td>
<td>128 × 16</td>
<td>1529732.48</td>
<td>9078259</td>
<td>9101657</td>
<td>9311372.64</td>
<td>9640282.72</td>
</tr>
<tr>
<td>FloydWarshall</td>
<td>16⁴</td>
<td>31454.08</td>
<td>22816</td>
<td>25750</td>
<td>29813.6</td>
<td>29311.2</td>
</tr>
<tr>
<td></td>
<td>128²</td>
<td>10760494.08</td>
<td>11656905</td>
<td>13107350</td>
<td>12132849.24</td>
<td>1443814.8</td>
</tr>
<tr>
<td>Jacobi-2D</td>
<td>30 × 16</td>
<td>91816.2</td>
<td>44000</td>
<td>62535.9</td>
<td>75957.02</td>
<td>10343.03</td>
</tr>
<tr>
<td></td>
<td>80 × 256</td>
<td>112820694.2</td>
<td>11626294</td>
<td>13477963</td>
<td>12261469.12</td>
<td>14228589.15</td>
</tr>
<tr>
<td>Knapsack</td>
<td>128 × 16</td>
<td>10344.8</td>
<td>-</td>
<td>-</td>
<td>454.072</td>
<td>612.5</td>
</tr>
<tr>
<td>Histogram</td>
<td>125</td>
<td>8283.42</td>
<td>-</td>
<td>-</td>
<td>8543.496</td>
<td>878.25</td>
</tr>
<tr>
<td>TreeTraversal</td>
<td>128 × 4</td>
<td>90665.94</td>
<td>-</td>
<td>-</td>
<td>666.062</td>
<td>6376.24</td>
</tr>
<tr>
<td></td>
<td>1024 × 16</td>
<td>240500.82</td>
<td>-</td>
<td>-</td>
<td>199221.66</td>
<td>1833598.92</td>
</tr>
</tbody>
</table>

Table 4: Execution time (in ns) for different implementations synthesized using FPGA-HLS tool

Figure 9: Block diagram to illustrate the technique

Figure 9 shows the organization of our pipeline stall logic. It comprises two critical loops that limit the initiation interval of the pipeline. One dependency is through the increment of the loop index variable and the second is the update to the shift register. Both these operations are conditional and are control dependent on the stall signal. Thus, the...
computation of \( T[i][j] \) is on the critical path. Further, update to the shift register requires computation of index expressions of memory operations that are being analyzed by our technique. This computation may become critical depending on the complexity of the index computation.

For example, consider a hypothetical example shown in Figure 10. To obtain accurate information about the write accesses to array \( T \) we need to evaluate the condition \( j > w[i] \cdot w[i] \). Evaluating such complex conditions may stretch the initiation interval and/or increase the clock width thereby degrading the performance obtained.

```c
for ( int i = 0; i < N; i++ ) {
    for ( int j = 0; j < W; j++ ) {
        T[i][j] = max(T[i-1][j],T[i-1][j-w[i]] + v[i])
    }
}
```

Figure 10: A hypothetical example to illustrate the critical path of our approach

One way to work around this problem is to compromise on accuracy and record both writes without evaluating the condition. Note that, in such cases, we need to provide two different shift registers, one for each write operation. In such cases, the optimization discussed in Section 3.5 (of merging shift registers on mutually exclusive paths) cannot be performed. Another way to improve performance is to use speculation to reduce the critical path by allowing the pipeline to proceed as long as there is no change to the global state. We are still looking at the details of this technique.

D.2 Scope of the Approach

Our approach cannot find a schedule with an \( H = 1 \) for applications that contain dynamic memory references in the program slice (refer section 3.3) of the index expression. To be able to pipeline such a loop we need to use speculation. To illustrate such a case, consider the example in Figure 11.

In this example, the \( index1 \), which is used to access data from array \( Y \), is based on a read to the same array \( Y \). The reads and writes to the array \( Y \) are data dependent and cannot be statically disambiguated. Hence, we cannot read value from \( Y \) before computing the stall logic. However, we require a read to the array for computing the stall logic. This causes a circular dependency and can only be broken using speculation.

```c
for ( int i = 0; i < N; i++ ) {
    index0 = X[i];
    index1 = foo(Y[index0]);
    Y[i] = bar(Y[index1]);
}
```

Figure 11: Chained ambiguous memory access pairs
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