
Results

I Two speech-coding schemes:

B AR model based scheme with KLT (AR-KLT) [2].
B MLT based scheme with a fixed frequency weighting (MLT-FFW).

I The rate for the model should be constant [3] (not quantized here).
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Conclusion

I Proposed CR-MDL criterion is optimal under HR theory assumptions.

I Compared to ML, CR-MDL improves both HR theory predicted and
practical CR quantization performances for a range of conditions.

I The larger the mismatch between the actual data distribution and
model distribution, the greater the performance improvement.
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Practical Rate-Distortion Relations

I A sequence of source vectors s = {sn}N
n=1 is quantized using a sequence

of Gaussian models θ = {θn}N
n=1 (θn = {µn, Σn}), called here-after model.

I Under HR theory assumptions the (average) rate R (in bits per vec-
tor) is related to the (average) distortion D (per dimension) as:

R = −k

2
log2 D + ψ(s, θ),
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with C = 1/12 and yn = UT
n (sn − µn), where Σn = UnΛnU

T
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Proposed Model Estimation Criterion

I Maximum Likelihood (ML) criterion:

θML = arg max
θ

p(s|θ) = arg max
θ

N∏

n=1

N(sn; µn, Σn)

is equivalent to ψCE(s, θ) minimization (consistent with the minimum
description length (MDL) principle), but not to ψCR(s, θ) minimization.

I Proposed CR-MDL criterion (our work is related to [1]):

θCR MDL = arg min
θ

ψCR(s, θ).

I Practical optimization by Newton’s method:

θm+1 = θm − γ [HθψCR(s, θm)]−1∇θψCR(s, θm).

Toy Examples

I Generalized Gaussian distributions with shape parameters 1.7 and 1.
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Abstract

I We address optimal model estimation for model-based vector quan-
tization for both constraint resolution (CR) (constant rate) and con-
straint entropy (CE) (variable rate) cases.

I Assuming a Gaussian model we derive under high-rate (HR) theory
assumptions the rate-distortion (RD) relations for these two cases.

I Based on the RD relations we show that the maximum likelihood
(ML) criterion leads to optimal performance for CE quantization, but
not for CR quantization.

I We introduce a new model estimation criterion for CR quantization
that is optimal in terms of the RD relation.

I Our experiments confirm that the proposed criterion for model iden-
tification outperforms the ML criterion for a range of conditions.

Model-Based Quantization

I Assumptions:

B Source vector x ∈ Rk is a particular realization of a k-dimensional
random Gaussian vector X ∼ N (µ, Σ).

B Covariance matrix eigenvalue decomposition (EVD):

Σ = UΛUT , UTU = I, Λ = diag{λi}i.

I Constrained Resolution quantization (constant rate):

I Constrained Entropy quantization (variable rate):
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