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ABSTRACT

In this paper, we present an algorithm for the tracking of target
speakers in telephone conversations. Speaker tracking consists
in retrieving, in an audio recording, segments which have been
uttered by a target speaker. We also compare two speech analysis
techniques. The first one is the time-frequency principal compo-
nent analysis. It is a new speech analysis technique based on the
extraction of the principal components of the contextual covari-
ance matrix, which is the covariance matrix of feature vectors
expanded by their time context. The other one is the classical
cepstral analysis. Experiments are carried out on a subset of the
Switchboard database.

1. INTRODUCTION

Speaker tracking is an emerging task in multimedia data process-
ing. It consists in tracking one or several target speakers in an
audio recording. This new task has become more and more im-
portant with the increase of multimedia data available through In-
ternet. Speaker tracking is one of the numerous new tools used to
segment, classify, and organize these data, and therefore to access
them faster and more effectively. This emerging problem has been
reported on only recently [13, 9, 1, 2, 5, 14].

In this paper, we present a tracking algorithm based on a log-
likelihood ratio calculation and a multiple thresholds segmenta-
tion algorithm [13, 9]. We also compare two speech analysis tech-
niques in the framework of speaker tracking. The first one is a new
speech analysis technique called time-frequency principal compo-
nent (TFPC) analysis [6, 7, 8]. TFPC analysis consists in calculat-
ing the principal components of the contextual covariance matrix,
which is the covariance matrix of a sequence of vectors (for in-
stance spectral vectors) expanded by their time context. We com-
pare this new analysis to a classical cepstral analysis, using cep-
stral coefficients [11] augmented by their

�
parameters [3].

The experiments reported in this paper are carried out on a subset
of the Switchboard database. This subset is a part of the develop-
ment data of the NIST 2000 speaker recognition evaluation.

2. TIME-FREQUENCY PRINCIPAL COMPONENTS

TFPC analysis consists in extracting time-frequency patterns which
are characteristic of a whole sequence of training vectors, that is,
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to summarize the evolution of a sequence of training vectors by a
few short sequences extracted from the entire sequence. The orig-
inal sequence has therefore to be long enough, and representative
of the class we want to represent with the time-frequency patterns.
This strategy can be applied to any pattern recognition problem,
as long as we have enough vectors for each class to calculate the
time-frequency patterns. Once the patterns have been extracted,
they are used to filter the original vectors of both the training and
the test datasets. And any modeling technique can then be applied
on the new vectors, as it is done usually on spectral vectors or
cepstral vectors, or any other vector representation of the original
signal. In this paper, the original vectors are spectral vectors. But
the same procedure can be used on any kind of vectors. The only
requirement is that the vectors are indexed by time.

Let �������	��
 � 
�� denote a sequence of vectors, and ����� � the se-
quence of the corresponding centered vectors.
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The dimension of the covariance matrix and of the lagged covari-
ance matrices is 13241 .

We now define a new matrix, 57698 *-� , by:
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This matrix is block-Toeplitz, and its dimension is
�/DFE)G �  H1=2�/DIEJG �  K1 .

Let define the sequence of vectors � � between time LH� E and L GME
by:
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By convention, � � � � if L�� � or L���� . The dimension of vector5 � * 8�N. 8 is
�/DFE G �  1 .

The matrix 5 698 *-� can be interpreted as the covariance matrix of
the vectors �F5 � * 8�N. 8 �K��
 � 
 � , and can therefore be called contextual
covariance matrix.

We now calculate the principal components of this matrix [4]. It
is equivalent to the extraction of eigenvalues and eigenvectors of
the matrix. The eigenvector associated with the largest eigenvalue
is then the direction of projection which conserves the maximum
of the variance, the eigenvector associated to the second largest
eigenvalue is the direction of projection which conserves the max-
imum of the variance uncorrelated (that is orthogonal) to the first
one, and so on. We have then:

5 698 *-� ��� 698 *-� !	� 698 *-� !
�7#698 *��
with:
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The dimension of the matrices �3698 *�� and � 698 *�� is
�/DIE G �  1M2�/DFE G �  1 . The dimension of each vector
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Since the principal components are extracted from the contextual
covariance matrix instead of the covariance matrix itself, we call
them contextual principal components (CPC). When the
original vectors represent some information about the frequency
content of the signal, as spectral vectors for instance, we can call
these components more specifically time-frequency principal com-
ponents (TFPC).

Once the TFPC have been calculated, we choose some of them
to build a filtering matrix. For instance, if we choose to keep the
components � � �
+>?>?>� �#"  � ��$%+>?>?>� � 6�6 � , the filtering matrix for the
corresponding class will be:
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3. SEGMENTATION ALGORITHM

Given a telephone conversation, speaker tracking consists in
detecting the segments in which a target speaker is speaking, that
is, to estimate the beginning and the end of these segments. First,
spectral vectors are extracted from the telephone conversation,
using the spectral analysis described in the next section.

Let �F�����K��
 � 
 # denote the sequence of spectral vectors.

TFPC Analysis. In the case of TFPC analysis, spectral vectors
are then filtered by the TFPC extracted from the training data of
the target speaker in order to obtain a new sequence of vectors,

�F� #� � . The spectral vectors are also filtered by the TFPC extracted
from the world data, and we obtain another sequence of filtered
vectors, �F��'� � .
The world data contain speech from a population of speakers from
the same gender as the target speaker, and using the same type
of handset1. This population is supposed to be representative of
the world population in term of speaker variability. The model
extracted from the world data is used to normalize the likelihood
score during the tracking phase.

Let
� #tfpc and

� 'tfpc denote respectively the model for the target
speaker and the world model in the case of TFPC analysis. We
then calculate the likelihood of � #� given the model

� #tfpc, denoted

by ( � � #�*) � #tfpc  , the likelihood of � '� given the model
� 'tfpc, de-

noted by ( � �+'�,) � 'tfpc  , and finally the likelihood ratio, denoted by- � � #�/. � '� ) � #tfpc . � 'tfpc  , whose logarithm is expressed by:

0�1%2 - � ��#� . � '� ) � #tfpc . � 'tfpc  �� 0�132 ( � ��#� ) � #tfpc  �� 0�1%2 ( � � '� ) � 'tfpc  
Cepstral Analysis. In the case of cepstral analysis, spectral
vectors are transformed through cosine functions in order to form
cepstral vectors [11]. Then, these cepstral vectors are augment-
ed by their

�
parameters [3]. We finally obtain the sequence�54 � � containing cepstral coefficients and

�
-cepstral coefficients.

Let
� #ceps and

� 'ceps denote respectively the model for the target
speaker and the world model in the case of cepstral analysis. We
then calculate the likelihood of 4 � given the model

� #ceps, denoted
by ( � 4 � ) � #ceps  , the likelihood of 4 � given the model

� 'ceps, de-
noted by ( � 4 � ) � 'ceps  , and finally the likelihood ratio, denoted by- � 4	� ) � #ceps . � 'ceps  , whose logarithm is expressed by:

0�1%2 - � 4 � ) � #ceps . � 'ceps  � 0�132 ( � 4 � ) � #ceps  �� 0�132 ( � 4	� ) � 'ceps  
Smoothing. Before applying the segmentation algorithm, smooth-
ing is needed to attenuate variations of the log-likelihood ratio.
The smoothing is an arithmetic mean of a specified number of con-
secutive values of the log-likelihood ratio. Two parameters define
the smoothing: the number of values used for the average calcula-
tion, denoted by 6 ; and the delay between two calculations, that is,
the number of feature vectors between two average calculations,
denoted by � . In our experiments, 6 was set to 30 vectors (320 ms)
and � to 5 vectors (70 ms).

Segmentation Algorithm. A segmentation algorithm using
multiple thresholds [13, 9] is then applied on the average values
previously calculated. The algorithm is illustrated on Figure 1.

On this figure, the smoothed log-likelihood ratio is plotted in
solid line. When its value becomes higher than the threshold 7I� ,
the current time is recorded as the beginning of a possible seg-
ment. But the beginning of the segment is marked only if the value
of the smoothed log-likelihood ratio becomes also higher than the
threshold 7 � . This procedure allows us to avoid the detection of a
segment when the score fluctuates just a little bit around 7I� , and
therefore reduces the number of false alarms. The same principle
is applied for the detection of the end of a segment, with the two
thresholds 7 6 and 7	8 . Figure 1 shows an example with the values

1Gender and handset are automatically detected during the tracking
phase.
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Figure 1: Illustration of the segmentation algorithm using multiple
thresholds. The vertical solid lines are the boundaries detected by
the segmentation algorithm. The vertical dash lines are the real
boundaries of the segment.

7 � � 7 6 � � , 7 � � �5� , and 7 8 � � D � .
Finally, the minimum duration for an estimated segment is set to
2.5 seconds (every segment whose duration is smaller is omitted),
and the minimum interval between two consecutive segments to
1 second (two consecutive segments are merged if the interval be-
tween them is smaller). The segmentation algorithm provides the
estimated beginning and end times for the target speaker segments.

4. EXPERIMENTS

Task. Given a telephone conversation between two persons, and
a target speaker, the speaker tracking task consists in tracking the
target speaker in the telephone conversation. The target speaker
may or may not be one of the two speakers engaged in the conver-
sation.

Database. The database used for these experiments was a subset
of the Switchboard 2 - Phase 3 corpus collected by the Linguistic
Data Consortium (LDC). The whole corpus consists of 5 minute
telephone conversations involving 640 speakers, most of them be-
ing college students in the southern United States. The population
of speakers used for the experiments was composed of 120 speak-
ers (80 females and 40 males). For each of them, two sentences of
approximately 1 minute of speech were available for the training
phase. The test data was composed of 66 telephone conversations,
which were tested against 4 hypothetic target speakers, 2 of them
being the 2 speakers of the conversation.

Data from the Switchboard database was also used to build world
models. These models were used to normalize the log-likelihood
scores during the tracking phase. These models were gender-de-
pendent and handset-dependent. Therefore, we had one world
model for females using electret handset, one world model for fe-
males using carbon handset, and so on. Data for these models were
obtained from a subset composed of 100 speakers (25 females us-
ing electret handset, 25 females using carbon handset, 25 males
using electret handset, 25 males using carbon handset).

Spectral Analysis. For each speaker of the training dataset, the
two training sentences were concatenated. Then, the speech sig-
nal was decomposed in frames of 20 ms at a frame rate of 10 ms.
A Hamming window was applied to each frame. The signal was
pre-emphasized with a coefficient 0.95. For each frame, a fast
Fourier transform was computed and provided 256 square modu-
lus values representing the short term power spectrum in the 0-4
kHz band. This Fourier power spectrum was then used to com-
pute 24 filterbank coefficients, using triangular filters placed on a
linear frequency scale in the bandwidth 300-3400 Hz. We finally
took the base 10 logarithm of each filter output and multiplied the
result by 10, to form a 24-dimensional vector of filterbank coeffi-
cients in dB. The same spectral analysis was applied to the data of
the world model.

TFPC and Cepstral Analysis. Once spectral vectors have been
extracted from a training utterance, we calculated the TFPC cor-
responding to that sequence using the value

E � D
(which corre-

sponds to a context of 5 spectral vectors), and kept only the 24
first components. We then filtered the spectral vectors by these
components to obtain a new set of feature vectors. Therefore, for
each speaker, we had a set of components for the application of the
TFPC filtering, and a sequence of vectors filtered by these compo-
nents. The TFPC analysis was also applied to the spectral vectors
extracted from the world data.

We also extracted 12 cepstral coefficients [11] from the spectral
vectors, and computed their

�
parameters [3], obtaining 24-dimen-

sional vectors.

Modeling. Each training sequence was then modeled by a Gaus-
sian mixture model (GMM) [15, 12] using 256 or 512 components
and diagonal covariance matrices. The Gaussian mixture model-
s were calculated using an expectation maximization (EM) algo-
rithm, initialized by a vector quantization (VQ) algorithm. The
same modeling was used for each world model using 512 compo-
nents and diagonal covariance matrices.

Tracking Phase. Each test consisted in a telephone conversa-
tion between two unknown speakers and the identity of one target
speaker that we wanted to track in the telephone conversation. We
applied the segmentation algorithm described in Section 3.

5. RESULTS AND DISCUSSION

The performance of the system was measured by a DET curve [10].
This representation is a way to show all of the possible operating
points of a system (false alarm rate vs. miss rate) in a scale which
makes the result curves rather linear. For this task, the false alarm
rate (or false acceptance rate) and the miss rate (or false rejection
rate) were defined in the following way:

-���� � Number of non-target frames labeled as target
Number of non-target frames

- ��� � Number of target frames labeled as non-target
Number of target frames

Results are reported on Figure 2 and show the performance of the
system for the two speech parameterizations and for two model
sizes, 256 or 512 components.
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Figure 2: Comparison between a system based on the TFPC analy-
sis and a system based on the cepstral analysis for two model sizes
(256 or 512 components).

The first remark is that the four configurations of the system per-
form very similarly. The cepstral-based systems are better in the
middle range of the DET curve, in particular around the EER (E-
qual Error Rate) which is approximately 26 % for the system using
512 components. But the TFPC-based systems perform slightly
better in the extremities of the DET curve, particularly when the
false alarm probability is high and the miss probability is low. It
is also interesting to notice that, in the case of the TFPC-based
systems, the two model sizes give similar performances.

6. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we have used a speaker tracking system based on
a log-likelihood ratio calculation and a multiple thresholds seg-
mentation algorithm to track target speakers in telephone conversa-
tions. Two speech analysis techniques have been tested. The first
one, the time-frequency principal component analysis, is a new
speech analysis technique based on the extraction of the principal
components of the contextual covariance matrix, which is the co-
variance matrix of feature vectors expanded by their time context.
The second one is the classical cepstral analysis.

The results reported show very similar performance between the
two speech parameterizations. The cepstral-based system perform-
s slightly better in the middle range of the DET curves, which cor-
responds to the area where the two types of error rates are close
to each other. The TFPC-based system performs better on the ex-
tremities of the DET curves, which corresponds to the areas where
one error rate is much higher than the other one. If the chosen
operating point is in the middle part of the DET curve, one will
choose a cepstral-based system. On the contrary, if the chosen op-
erating point is in the extremities of the DET curve, one will rather
choose a TFPC-based system.

The performances shown in this paper correspond to a raw cal-
culation of the log-likelihood ratios. It may be interesting to use

a normalization technique like the z-norm or the h-norm in order
to improve the performances. These normalization techniques are
based on a modeling of the score distributions. It has been shown
to work pretty well for speaker verification [1]. The authors intend
to test these normalization techniques in the framework of speaker
tracking.

An other perspective to this work is the use of a Maximum A Pos-
teriori (MAP) training algorithm, as it is presented in [14], instead
of a Maximum Likelihood (ML) training algorithm.
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