A Dynamic Analysis for Revealing Object Ownership and Sharing

Derek Rayside, Lucy Mendel, and Daniel Jackson
MIT Computer Science and Artificial Intelligence Laboratory
{drayside, lmendel, dnj} @mit.edu

ABSTRACT
We present a dynamic analysis for inferring object ownership and sharing, defined in terms of the write control graph. We render the results in an interactive hierarchical matrix visualizer.

The purpose of the analysis and visualization is to reveal object ownership and sharing relations in the program, to facilitate program understanding and modification tasks.

Categories and Subject Descriptors
D.2.2 [Software Engineering]: Design Tools and Techniques— object-oriented design methods, modules and interfaces
D.2.3 [Software Engineering]: Coding Tools and Techniques— object-oriented programming
D.2.5 [Software Engineering]: Testing and Debugging— debugging aids, diagnostics

General Terms
design, documentation, languages

Keywords
dynamic analysis, ownership inference, design extraction, software visualization

1 INTRODUCTION
Sharing mutable data (via aliasing) is a powerful programming technique. For example, the model-view-controller design pattern [14] captures the essential structure of many graphical user interfaces: many controllers and views share one model object.

To facilitate sharing, object-oriented programming languages permit the programmer to selectively break encapsulation boundaries. Visibility keywords such as private suggest that some data should be encapsulated, but do not prevent public methods from returning aliases to that (supposedly) internal data.

However, sharing data makes programs harder to understand and reason about, because, unlike encapsulated data, shared data cannot be reasoned about in a modular fashion.

Encapsulating mutable data facilitates modular reasoning about object invariants. For example, consider a linked list implementation with a sentinel at the head and the invariant that the next field of the elements forms a cycle. If we know that elements are only manipulated by the list that owns them, then we need only examine the code of LinkedList and LinkedListElement in order to verify the invariant. The more data is encapsulated, the easier it is to reason about the program.

Previous work has developed various type-theoretic notions of object ownership to enable the programmer to specify and enforce encapsulation [2, 4, 7, 12, 18, 19, 27, 28]. We borrow the notion of ownership from this work, but consider it from an analytical rather than a type-theoretic perspective. Instead of having the programmer specify the data that is encapsulated (i.e., not shared), our tool shows the programmer which data is shared (i.e., not encapsulated). The primary contributions of this work are:

• An analytic approach to characterizing sharing and encapsulation. Most ownership type systems have the programmer annotate the objects that are encapsulated. Our system, on the other hand, visualizes the objects that are shared. This approach has four key benefits:
  – It focuses the programmer’s effort on what should be the exceptional case (sharing), rather than what should be the normal case (encapsulation).
  – It characterizes the sharing that exists.
  – It encourages the programmer to reduce unnecessary sharing, eliminate erroneous sharing, and document essential sharing.
  – It requires less up-front effort from the programmer, because the program does not need to be annotated with ownership type declarations.
• A lightweight ownership inference algorithm. Most previous work on ownership inference (e.g., [1, 3, 8, 16, 25, 35]) has focused on inferring annotations that will typecheck in some type system. We just infer the ownership structure, without inferring local annotations, which is both faster and easier. Recent concurrent work by Mitchell [24] also follows this approach.

2 KWIC PIPE-AND-FILTER EXAMPLE

We illustrate our inference and visualization with a pipe-and-filter style implementation of Parnas’s Key Words In Context (KWIC) program [30]. A KWIC program reads a text file, produces circular shifts of the lines, alphabetizes these shifts, and prints out the results. This pipe-and-filter style implementation of KWIC is used by Scerbakov [34] in his graduate course on software architecture. The students in the course study four different KWIC implementations: flowchart, object-oriented, event-driven, and pipe-and-filter. (The first two styles are the ones Parnas compares in [30].)

The pipe-and-filter implementation is an interesting illustration of our analysis because each of the filters is a separate thread. (The filters are Input, CircularShifter, Alphabetizer, and Output.) Multi-threaded programs such as this are easier to analyze dynamically than statically. This particular KWIC also requires an analysis that can distinguish different objects of the same type. Our previous static analysis [32] did not handle either of these features well.

Write control graph. Figure 1 shows the write control graph for KWIC-PF produced by our analysis. Each node in the graph represents an object in an execution of the program; the edges are write control edges; numbers on node names are automatically assigned identifiers. Nodes with no successors have been elided for presentation; write control graphs often have many nodes with no successors.

Ownership matrix. Figure 2 shows the ownership matrix for KWIC-PF. The hierarchy down the side and across the top is the immediate dominator tree of the write control graph pictured in figure 1. For example, Root is the immediate dominator of Thread1 and Input and Pipe1045 and others; Thread1 is the immediate dominator of KWIC (the program entry point).

In our visualizer, like other hierarchical matrix visualizers (e.g., [33, 36]), a dot represents some sort of use (in Parnas’s terminology [31]). In our visualizer, a dot represents write control edge or a read control edge or a creation edge: it’s essentially an adjacency matrix.

In many visualizers a use is represented as an arrow between two boxes (e.g., [20, 26]). Although hierarchical matrices are at first less intuitive than box-and-arrow diagrams, recent work suggests that they may scale better [33, 36].

We elide uses/edges that align with the ownership hierarchy: it is expected that an owner interacts with the objects it owns. The dots in figure 2 are the uses that cross the ownership hierarchy. This focuses the programmer’s attention on unexpected cases.

In figure 2 we see that Pipe1045 connects Input to the CircularShifter, which is in turn connected to the Alphabetizer via Pipe1049, and finally Pipe1053 leads to the Output. All of the magenta dots in this ‘staircase’ shape indicate a read/write. The row of seven green dots from KWIC indicates that KWIC constructs all of the other objects.

Sharing. Objects with multiple incoming edges in the write control graph are shared. The graph in figure 1 has two kinds of shared nodes: those in ‘triangle DAGs’ (the PipedReader at the bottom of the diagram) and those in ‘diamond DAGs’ (Pipe1045, Pipe1049, and Pipe1053).

We measure the degree that an object is shared by the shortest distance to its immediate dominator. Objects that have more interesting sharing are further from their immediate dominator. For example, Pipe1045, Pipe1049, and Pipe1053, all have a distance of two from their immediate dominator (Root). This two is indicated with a superscript next to the node name in the visualizer (figure 2).
An object that is not shared will have a distance of one to its immediate dominator; e.g., the ArrayList owned by the Alphabetizer. Objects that are shared in a triangle DAG configuration, such as the PipedReader objects in figure 1, will also have a distance of one to their immediate dominator (i.e., owner), even though they are shared. However, such sharing is less interesting because the owner (e.g., Piped1045) has direct knowledge of the owned object (e.g., PipedWriter).

3 OBJECT OWNERSHIP

The intuitive notion of object ownership is that object \( x \) owns subobject \( y \) if \( y \) is part of the abstract state of \( x \). This notion has a fairly obvious interpretation in the realm of abstract data types: e.g., a list owns its links, and probably does not own the objects stored in those links.

However, ownership is less clear for objects that are not part of an ADT, and for tricky cases like iterators, that require privileged access to ADT internals. An ownership inference for design visualization still needs to try to determine a reasonable owner for these objects: it’s not useful to say that these objects are shared globally, because then the programmer just sees a mass of globally shared objects.

Our challenge is to devise a definition of ownership that selects a reasonable owner for every object. We define object ownership through the concept of control.

[Defn 1] Ownership. Object \( x \) owns subobject \( y \) if \( x \) is an immediate dominator of \( y \) in the program’s write control graph.

The basic idea is: when a field write happens, record some state of the program execution; after the execution, combine all of these observations and compute a hierarchy. The state that we are going to record is the list of objects in control at the time of the field write, and we are going to combine these lists to form a write control graph.

[Defn 2] Control. Every frame on the call stack has a corresponding object that controls it (usually the receiver). Objects that are being constructed (i.e., they are the receiver of a constructor on the call stack), are distinguished.

We can write down the list of these objects like so: \( \langle \text{root}, \ o_1, o_2, \ldots, o_m, \rangle \), where \( o_i \) is the object in control of the top of the call stack, \( o_i \) is an object being constructed, and \( \text{root} \) is a distinguished object that precedes all others.

Static methods do not have a receiver. When a static method is invoked, the object that was previously in control is still in control. In the case of the program entry point \( \text{main} \), the object representing the current thread is in control (the distinguished \( \text{root} \) object precedes this thread object).

When a field is written to, we record the list of objects in control. If no objects are currently being constructed, we record the entire list \( \langle \text{root}, \ldots, o_t \rangle \). If there is currently at least one object \( o_t \) in control, we record \( \langle o_k, \ldots, o_t \rangle \) such that ‘\( \ldots \)’ contains no other object under construction.

The write control graph is formed by combining all of the recorded control chains.

The definitions of dominator and immediate dominator are traditional:

[Defn 3] Dominator. In a directed graph with a distinguished root node, \( x \) dominates \( y \) if every path from the root to \( y \) passes through \( x \). Each node has a set of dominators that includes itself.

[Defn 4] Immediate Dominator. Node \( x \) is the immediate dominator of node \( y \) if the dominator set of \( y \) comprises exactly the dominator set of \( x \) plus \( y \) itself: i.e., \( \text{dom}(y) = \text{dom}(x) \cup \{y\} \). Every node (in a directed graph with a distinguished root element) has exactly one immediate dominator, and so the immediate dominator relation forms a tree.

Discussion. This inference has the following qualities:

- Referring to an object does not make an ownership claim. Simply storing an object in a field (or method parameter or local variable), does not make an ownership claim, so an ADT does not necessarily make an ownership claim on the objects stored in it.

- Calling a method that causes mutation does make an ownership claim. Consider a method \text{LinkedList.add()} that doesn’t write to any fields of the LinkedList: it just writes to the next and data fields of Link. Suppose object \text{client} calls \text{add()}; we will record the control chain \( \langle \ldots, \text{client}, \text{list}, \text{link}, \rangle \), which indicates that \text{client} has an ownership claim on the \text{list} object, and the list object has a claim on the \text{link} object.

It is likely that there is some \text{link} object in the middle of the list that is never directly stored into one of the \text{list}’s fields, but only into the fields of other links. Our analysis still determines that such a \text{link} is owned by the \text{list}, despite never being directly referenced by the \text{list}.

Similarly, if the \text{client} just creates the \text{list} as a temporary object and never stores it into a field, we still capture that \text{client} owns the \text{list}; even temporary objects need owners.

- Creating an object does not make an ownership claim. Consider the control chain \( \langle \text{root}, \ldots, o_k, o_k, \ldots, o_t \rangle \) when a field of \( o_t \) is written. \( o_k \) does not make an ownership claim to \( o_t \) because we only record the suffix-chain \( \langle o_k, \ldots, o_t \rangle \). This approach allows us to capture creational design patterns such as factory method [14] in an intuitive way. For example, iterators [14] are often created by a factory method of a collection. Without the special treatment of constructors, the factory would own the constructed object, rather than the client who requested it.

4 PRAGMATICS

Other information recorded for visualization. The visualizer displays more than the ownership hierarchy: it also displays the read, write, and creation edges that cross the hierarchy. We record control chains for reads similar to the manner for writes. For creation we only record the pair \( \langle o_k, o_k \rangle \), where \( o_k \) is the object created and \( o_k \) is the object in control of that creation.

Corner cases. It is possible, but unlikely, for an object to have no incoming write edges: for example, an immutable object that is never in control at the time of a field write. For such objects we make an ownership claim from their readers or constructing object. In the case there are no readers and the construction of the object was not observed (as happens for some JDK objects), then \( \text{root} \) owns the object.
Application objects vs System objects. A JVM typically creates some objects that are part of the system, rather than the application. For example, there is a system hash table that holds thread objects that are waiting to be called as part of the VM shutdown sequence. How do we distinguish this hash table from one used in an address book application? Our analysis considers that application objects are those instantiated by code in application packages or by other application objects. The first criterion captures objects created by static methods, for example main. The second criterion captures, for example, JDK objects created by the application. We only record control chains when an application object is read from or written to.

Exceptions. Exceptions can cause the call stack to pop back an arbitrary number of frames. Our trace collector keeps a stack of the objects that are the receivers of the methods on the call stack. When the call stack pops back, we need to pop back our receiver stack as well. To do this, we add a new local variable to every method, and populate it with a unique integer every time the method is executed. Whenever the program being analyzed calls the trace collector, it also passes the ID of the current stack frame, which the collector then checks against its internal records. If an exception has occurred, the trace collector’s receiver stack may be mis-aligned with the actual call stack; by knowing the ID of the current call stack frame, the receiver can pop its receiver stack back until it is properly aligned with the VM’s call stack.

Sometimes exceptions are caught in uninstrumented code. For example, java.net.URLClassLoader often creates java.net.URLClassLoader$1 objects which routinely throw ClassCastException. Since we instrument java.net.URLClassLoader$1 but not java.lang.ClassLoader, we see the exception being thrown, but not caught. In this case, we compare the call stack of the exception with the call stack of the program when it next enters an instrumented method, and align our trace collector’s stack to their common prefix.

Arrays. We consider arrays as objects with a single field (i.e., we coalesce array indices).

Instrumentation. We use a ‘Java agent’ to dynamically instrument bytecode as it is loaded into the VM. We use the ASM bytecode instrumentation framework. We instrument all classes that the VM loads, except our own, the ASM classes, the GNU Trove collections classes (used by our trace collector), and those in java.lang and java.io. We observe that Apple’s JVM runs the instrumenter in a separate thread, which can lead to deadlocks between the instrumenter and the class loader if one isn’t careful (this is why we don’t instrument java.io, for example).

The VM needs to load a few hundred classes before it is ready to load our Java agent. We redefine these pre-loaded classes with instrumented versions once the VM is initialized by calling java.lang.instrument.redefineClasses()

Caching. The trace file contains much redundant information. For example, if a method m reads (the same value) from a field f multiple times, each read would be recorded in the trace. The information recorded also includes the list of controllers at the time of the read. To reduce the amount of redundant information in the trace file, for each object we keep a hash of the control chain the last time that object was written to or read from. We only write control chains to the trace file whose hash differs from the hash in the cache. This technique reduces the size of the trace file by about 50%.

5 RELATED WORK
5.1 Ownership

Ownership for an un-annotated program from a dynamic analysis: this approach requires less up-front work by the programmer, but does not give the same guarantees.

Visualization[17, 19, 32] and program understanding[3]. Understanding aliasing and sharing through ownership can assist with program maintenance and debugging tasks. Aldrich et al. [3] and Lam and Rinard [19] require the programmer to annotate the program, and then make soundness claims about the information reported to the programmer. Hill et al. [17], like the present work, informs ownership for an un-annotated program from a dynamic analysis: this approach requires less up-front work by the programmer, but does not give the same guarantees.

5.2 Ownership inference

Most previous work on ownership inference has been static analyses designed to produce sound annotations for a static ownership type system (e.g., [3, 8, 16, 25]). Besides the obvious difference of being static, these prior works are less focused on communicating the inferred ownership and sharing information to the programmer. Aldrich et al. [3] and Boyapati et al. [8] use intra-procedural analysis to reduce the number of ownership type annotations the programmer must write; the programmer does not see the inferred information, and the inference requires the programmer to write some initial annotations. Moelius and Souter [25] extend [3] with an inference based on escape-analysis; they concede that the copious inferred program annotations are difficult for a person to read. Heine and Lam [16] use ownership to detect potential memory leaks in non-annotated C/C++ programs; the programmer gets a report about potential leaks, but does not see the ownership information that was used to produce that information.

Hill et al. [17] present a dynamic analysis that generalizes over an entire execution for visualization, similar to ours.
Wren [35] develops a formal system for inferring ownership type annotations for a fairly restricted subset of Java (for example, every variable must be final). He proposes, but does not implement, a combination of static and dynamic analysis.

Agarwal and Stoller [1] use a combination of dynamic and static analysis to infer types for Parameterized Race Free Java (PRFJ) [10]. The dynamic analysis observes types for fields and method parameters, and a static analysis infers types for local variables.

Mitchell [24] implements a dynamic ownership inference for detecting memory leaks. This analysis examines a single heap snapshot, rather than the entire program execution: consequently, the runtime overhead is lower, and the approach scales to larger programs (tens of millions of live objects).

5.3 Visualization

Software visualizers may be roughly divided on four criteria: hierarchical vs flat, matrix vs graph (box-and-arrow), interactive vs non-interactive, and syntactic vs semantic analysis. Interactive and hierarchical visualizers tend to scale to larger programs. The work presented here is an interactive hierarchical matrix based on a semantic analysis.

Previous hierarchical matrix visualizers [33, 36] have been interactive and based on syntactic analyses. De Pauw et al. [13] present some non-interactive flat matrix visualizations based on a semantic analysis.

Rigi [26] is an example of an early interactive hierarchical box-and-arrow visualizer. SHriMP [20] extends the interactive nature of Rigi with a zooming user interface. Both Rigi and SHriMP usually visualize the results of syntactic analyses.

Lackwit [29] is a flat, non-interactive box-and-arrow visualization of an alias analysis. Lam and Rinard [19] present a similar visualization of ownership type annotations. Their type system guarantees that the diagrams are a conservative approximation of the possible interactions in the program.

Mitchell [24] presents a flat, non-interactive box-and-arrow visualization of a dynamic ownership analysis. His visualizer scales to large programs through extensive graph transformation and summarization.

Hill et al. [17] present an interactive hierarchical browser that is an augmented tree, rather than a matrix or box-and-arrow diagram. Their visualizer is based on a dynamic analysis similar to ours, that also generalizes over an entire execution.

Our previous work [32] presented a static analysis with the same objectives as this dynamic analysis. The static analysis was based on RTA [5, 6], which is context-insensitive. However, since our concept of ownership and our visualizer are context-sensitive, this analysis tended to produce unacceptable over-approximations for most non-trivial programs. The present dynamic analysis produces a precise under-approximation, which is more useful to the programmer than the sound over-approximation of our previous static analysis. Furthermore, the present analysis produces better results for design patterns such as factory and iterator.

6 SUMMARY AND FUTURE WORK

We have presented an object ownership inference technique based on the concept of object control. We implemented a dynamic analysis to capture write control chains, and an offline analyzer to merge these chains into a write control graph, and from that graph abstract an ownership tree using the immediate dominator relation. The results of the analysis are rendered in an interactive hierarchical matrix visualizer so the programmer can inspect the ownership and sharing relations in the program.

This technique is focused on producing reasonable design representations of real programs that may include idioms such as iterators that violate strict encapsulation, or that may have design defects such as representation exposure. It may not be feasible or tractable to put programs like these through an ownership type system, since they do not consistently have the properties the type system is trying to enforce. Our technique attempts to visualize where aliasing may lead to encapsulation violations in existing un-annotated programs.

Future work includes:

• **Empirical validation** that ownership inference helps real programmers solve real programming tasks.

• **Static analysis.** An object control graph for a program could be produced by a static analysis; probably something along the lines of object-sensitive points-to analysis [22, 23]. Contrasting the conservative results from this static approach with the precise results from the present dynamic approach might be interesting.

• **Extending DSM partitioning algorithms.** One of the main difficulties in software visualization is automatic layout. One of the contributions of Sangal et al. [33] is to apply Design Structure Matrix (DSM) partitioning/sorting algorithms to software visualization. However, these algorithms consider many orderings to be equivalent that are, for the programmer, quite different. We have started to work on extending these algorithms, which is why figure 2 looks so orderly.

• **Memory leak detection.** The temporal information associated with the control chains recorded by our dynamic analysis may be useful for memory leak detection.

• **Lightweight annotations.** A dynamic analysis such as this one could be used to check lightweight and partial annotations: for example, ‘objects of this class are never shared’, or ‘objects from this instantiation site are shared’. Such annotations could assist a programmer complete maintenance tasks on unfamiliar code.
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