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ABSTRACT
This paper describes the use of software project development data obtained from industry based projects. It argues the importance of carrying out a preliminary data analysis procedure for software development cost estimation. The paper also presents the limitations of using these industrial data (ISBSG R9 and Bank63 Data) based on the above research. Current state of the research and further work is discussed.

Categories and Subject Descriptors
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Data Based Research in Software Cost Estimation
Many software cost prediction techniques, models and tools have been proposed, for example, SLIM [31], COCOMO [5], Case Based Reasoning [35, 5], Bayesian belief networks [11] and artificial neural networks [17, 33]. In order to build such models, a historical data set containing a reasonable number of observations is required [5, 3, 4]. The variety of the data resources (e.g. government, industry, research institution, simulated data resources) and their characteristics (outliers, collinearity, number of features, number of cases etc) in software estimation inevitably caused inconsistent evaluation of cost models. Lack of data on completed software projects has also been an impediment for many years [14]. In addition, preliminary data analysis has rarely been emphasized [24], which means the data set used to train the prediction models and consequently to estimate effort could consist of outliers and interrelated factors. These factors often affect development effort and productivity, and mislead the understanding of relationships. Furthermore, at the early stage of the prediction, the model is often loosely defined as mapping all of the available predictor variables (project attributes) in a historical data set to the project effort, since, usually, there is little precognition of which factors are necessary for prediction. Consequently, constructing a specific model based on such loose definitions makes the prediction neither reliable nor efficient [18]. Therefore, there is a clear demand that a formal procedure is established to manage problematic data and select appropriate (significant) predictor variables from historical data sets. In effect, this means removing projects which appear as outliers and project attributes which appear as non-dominant or inter-related factors.

Constraints Related to Software Engineering Data
In the literature, we observed that software effort estimation data sets have some common features:

- The predicted variable, i.e. effort, is often positive, with a right skewed distribution [7, 8].
- They contain both continuous, for example project size or duration, and discrete, for example application types, variables [7];
- They contain significantly correlated or statistically not significant predictor variables [10, 25, 26].
Furthermore software engineering data sets tend to suffer from a number of problems:

- They are difficult and expense to collect. Given the nature of software development, large amounts of data cannot be collected in an experimental setting.
- They are often of limited sample size [14, 32]. The timescale of a typical software project means that relatively few data points may be collected from each organization per year.
- Outliers can and sometimes do have a great influence over estimation [7, 12, 11].
- The interdependencies of predictor variables can affect the understandability of models [10, 25, 26], but are not always harmful to their accuracy [7]. For example regression models [13].
- Academics have restricted access to industrial project data, due in part to the reluctance of companies to release such data into the public domain [5, 19].
- Missing values are a widespread problem as a result of lack of motivation on the part of some software engineers, some variables being more difficult to collect than others [30, 9, 34, 29].

In addition, when many variables are measured some practical problems arise. For example, with as few as 10 variables there are 45 correlations that must be considered; with 20 variables there are 190 correlations; with 40 variables there are 780; and the number of correlation coefficients rises rapidly as the number of variables increases [13]. Obviously, with large numbers of variables the number of relationships is so large as to be beyond computational tractability and data reduction techniques that can systematically summarize large correlation matrices are needed.

The Preliminary Data Analysis Framework

The principle motivation behind Liu’s research [20, 21, 23] is to define a preliminary data analysis framework that provides a formal basis for building software project effort prediction models based on historical data sets. The proposed framework [20, 21] defines and evaluates a formal procedure to identify what project attributes and how much project data from a historical data set should be used to build project effort prediction models. The predictor variables are selected by their statistical power of explaining predicted variable’s variation. The more variation of the predicted variable that is explained by a predictor variable, the more significant this predictor variable is. Building upon past work on preliminary data analysis which assisted project effort prediction [8, 26], the proposed framework is based on a set of statistical analysis methods such as correlation analysis, stepwise ANOVA, univariate analysis, etc. The principal contributions made by this research are:

- Formally establish a statistically based preliminary data analysis framework for analyzing software project data.
- Provides a basis for the erection of cost prediction models at early stage of the project development by defining a preliminary analysis framework of historical data sets.
- Provides empirical evidence to support the accuracy and applicability of the above framework.

The proposed framework is empirically evaluated against commonly used prediction methods, namely Ordinary Least-Square Regression (OLS), Robust Regression (RR), Classification and Regression Trees (CART), K-Nearest Neighbour (KNN), and is also applied to both heterogeneous and homogeneous data sets. Formal statistical significance testing was performed for the comparisons.

The results from the comparative evaluation suggest that the proposed preliminary data analysis framework is capable to construct more accurate prediction models for all selected prediction techniques. The framework processed predictor variables are statistic significant, at 95% confidence level for both parametric techniques (OLS and RR) and one non-parametric technique (CART). Both the heterogeneous data set (ISBSG R9 Data) and homogenous data set (Bank63 Data) benefit from the application of the proposed framework for improving project effort prediction accuracy. The homogeneous data set is more effective after being processed by the framework. Overall, the evaluation results demonstrate that the proposed framework has an excellent applicability.

Contribution and Limitations

This research initiative is the first to undertake a wide-scale and consistent comparison of cost models on relatively large software engineering data sets. Although it overcomes several of the weaknesses of other empirical studies, there are some limitations of this work related to construct, internal, and external validity [16] of the data set variables.

Construct Validity Limitations

Construct Validity refers to the confounding levels of construct [16]. In other words, assuming there is a causal relationship in this study, can we claim that the program reflected well our construct of the program and that our measure reflected well our idea of the construct of the measure? Within the context of software effort estimation, it refers to the functional relationship of the models, as discussed by Liu and Mintram [22].

Without expert opinion and additional insights into the projects’ details, this study was limited concerning the application of pure data-driven estimation. Several studies [37] emphasize the importance of expert input. Moreover, without the assistance of “inside knowledge” suitable weights could not be assigned to variables and individual specific projects could not be identified as outliers or “exceptional” cases. A possible objective method to assign weights would be to incorporate them according to the relative significance of the variables, such as the percentage of the explained variation identified by the proposed framework.

The current study’s construct validity is the extent to which the prediction accuracy is operationalized, measured by magnitude of relative error (MRE). Construct validity is threatened since there are drawbacks associated with the MRE measure [27]. There is an apparent inconsistency in the way the effort estimation methods optimize the MRE.
However, the MRE is a widely used measure for evaluating estimation methods and thus was used in this study. As a cross-check, we applied alternative evaluation measures and found no significant changes in the general trends of the results.

Internal Validity Limitations

Internal validity refers to confidence that the findings from a given study or experiment are attributable to the treatment alone [16]. The internal validity limitations of Liu’s research are discussed as the following.

Project Size Measurement

It is widely accepted that among the factors that affect the cost of software projects software size is one of the key cost drivers [6]. The size of a software system was measured in Function Points in the both data sets in this study.

The Function Point (FP) count is a weighted sum of different function types and can further be adjusted for technical processing complexities. However, the reason supporting the adjustment is not clear and it is also of concern that using the complexity weights does not necessarily explain more variation in effort compared than non-weighted function points [15]. To avoid this problem, in this study, we used the unadjusted function point count from ISBSG R9 data set. However, for Bank63 data set we only have the so called Experience Function Points. Care must be taken when using a model constructed from data from one environment to make predictions about data from another environment.

Currency of the Data

Another limitation of models constructed using historical data is that attributes used to predict software development effort can change over time and/or differ between software development environments [36]. Mohanty [28] makes this point in comparisons between the predictions of a wide variety of models on a single hypothetical software project. In this study we used the latest version of the ISBSG data set with 70% of the projects being less than six years old. However, the Bank63 data is not recent, being collected in 1993.

Data Resource Limitations

Data are collected for this research under the guidance of formal procedures. The data are verified and maintained by highly reputable institutions (ISBSG) and experts (K. Maxwell). Despite these assurances, it should be noted that the data collection process was beyond the control of the current study. The reliability of the measurements for all variables, the sample size, and causes for missing data could not be specifically determined and are understood to be potential problem areas. It should also be emphasized that the presented results are explicitly based upon the data collected.

External Validity Limitations

External validity refers to the generalizability of the findings to other populations, settings, occasions. Within the ISBSG R9 data set, the project IDs are totally random. There is no company-specific data available for evaluating cost models’ accuracy based on heterogeneous and homogeneous data. If one or more companies within the ISBSG R9 data set were examined, this could have revealed different results. Therefore, the comparison of results between heterogeneous data sets and homogeneous data sets should be considered in the context of both the entire ISBSG R9 data and Bank63 data set. Thus, the external validity of the research is threatened at the company-specific data level.

Conclusions

Within the context of the limitations discussed above this study concludes that the effectiveness of historical data sets in the generation of cost estimation/prediction models depends critically on the nature of the data within the data set. In particular, to be effective the data sets should be subjected to a formal process of “data cleaning”. It is observed that there may be further problems hidden within such data sets related to the issue of heterogeneous versus homogeneous data origins. i.e., similarity of projects and the conducting institutions.

Further Research

Further research could focus on two main purposes: First, improve the applicability by integrating missing data techniques such as listwise deletion (LD) [30], mean imputation (MI) [30], similar response pattern imputation (SRPI) and full information maximum likelihood (FIML), sparse data method (SDM) [34] etc., for handling missing values in historical data sets. Second, apply benchmarking to enable comparisons, i.e. allowing companies to compare themselves with respect to their productivity or quality.

In addition, as argued by Stensrud et al. [37] and Baik et al. [1], resource estimation methods are typically not used in isolation but as a support tool for human estimators. It is therefore important that research in cost estimation takes into account this human factor component. Methods that combine expert knowledge with data driven techniques may allow individual organizations to develop specific resource estimation models while alleviating the stringent requirements for project data, e.g., Bayesian Analysis method. Such methods make use of all information available in organizations and therefore make practical and economic sense.
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