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ABSTRACT

Many complex embedded systems dynamically adapt their components, services, algorithms, and parameters to the environment. This leads to new classes of design errors, since adaptation has become an increasingly complex part of the systems’ behavior. In particular, as adaptations often continuously trigger further adaptations in other components, inconsistent and unstable configurations may be reached. Formal verification, which is routinely applied in safety-critical applications, must therefore consider not only temporal and functional properties of a system, but also its ability to dynamically adapt itself according to external and internal stimuli.

In this paper, we describe how the adaptation behavior of embedded systems can be modeled, specified, and verified at design time. The systems are thereby given at a high level of abstraction, where adaptation is trig ...
Once such a model has been established, our tool Chameleon [25] can be used to generate a system description for our verification framework Averest [22],[20],[21]. For that purpose, it is important that Averest is able to read system descriptions given as synchronous programs [1],[11]. This allows the precise specification of temporal properties and to distinguish between different priorities of events. Moreover, concurrently invoked actions are easily modeled due to the true concurrency supported by synchronous languages.

As the next step, the desired properties of the adaptation behavior can be specified using temporal logics [17] such as CTL and LTL. The specifications can then be checked using Averest that supports various symbolic model checking techniques and even combinations thereof such as bounded, unbounded, global, and local model checking. Finally, Averest can be used to generate C code in order to obtain an executable model for simulating the system.

The rest of this paper is organized as follows: Next, we discuss related work on adaptive systems and formal verification. Then, we describe our running example (Section 3) and the modeling of adaptive embedded systems based on the quality flow concept (Section 4). In Section 5, we present our verification tool and in Section 6 we illustrate the approach by means of a small case study. Finally, we conclude with a summary and directions for future work.

2. RELATED WORK

2.1 Adaptive Systems

Regarding dynamic adaptation from a general point of view, many results have been obtained in various research areas including real-time systems [10], agent systems [13], and component middleware [9] to name only some representatives. Explicit modeling and analysis of dynamic adaptation in embedded systems, however, is quite a young research area and only a few research groups already focused on this topic. Even in this scope, currently ongoing research is focused on frameworks that mainly aim at realizing the adaptation in embedded systems, but neglect its analysis.

In the RoSES project [15],[24], a reconfiguration framework for embedded systems has been developed. However, the RoSES project does not consider the modeling of dynamic adaptation. Instead, its objective concerning dynamic adaptation is to leave all configuration decisions to the system. On the one hand, the developer does not need to care about the reconfiguration process, but on the other hand, the adaptation behavior can hardly be analyzed. Moreover, dynamic adaptation is essentially restricted to the architectural level.

The DepAuDE project1 is not directly focused on dynamic adaptation. However, the separate specification of functionality and fail-over mechanisms has been taken into account. The project aims to support reusable, separate specifications of well-known fail-over strategies like watchdogs or voters.

In [6], so-called containment units were introduced that permanently monitor the quality of functional units. If a quality does not meet the defined requirements, a containment unit tries to switch the system to an alternative variant in order to improve the current situation. Again, [6] only considers the realization of dynamic adaptation but not the underlying modeling and analysis concepts.

In [8], an agent-based reconfiguration framework was presented that supports dynamic adaptation of parameters, functional variants, and code migration. Dynamically reconfigurable hardware [12],[7] is more and more used in hardware designs. The main motivation in this area is to use dynamic reconfiguration in order to adapt to application specific needs that may vary during runtime. Examples are reconfigurable instruction sets of processors, reconfigurable functional units of processors, and dynamically adaptive hardware components like cache memories.

The electronic vehicle stability control program ESP of the Robert Bosch GmbH already realizes dynamic reconfiguration of the system [27],[28],[26]. In order to manage the complexity of dynamic adaptation, the modeling concepts illustrated in this paper have been used to systematically derive an abstract model of the adaptation behavior used as input for the reconfiguration framework of the ESP.

2.2 Formal Verification

As mentioned previously, the adaptation behavior of embedded systems can be very involved. Due to the complexity of such systems, simulation and testing alone are no longer sufficient to gain a sufficiently high quality of the designs. Moreover, in safety-critical applications it is mandatory to formally prove that the system meets the given specifications.

The verification of finite state systems, e.g. hardware circuits, is one of the success stories of computer science. The breakthrough was achieved in the early nineties, where it was observed that finite sets can be efficiently represented by means of binary decision diagrams (BDDs), a canonical normal form for propositional logic formulas [2]. The development of BDDs was a cornerstone for symbolic model checking procedures based on fixpoint computations [3] (see textbooks like [4],[17] for more details). With sophisticated implementations and refinements of symbolic model checking, it has become possible to verify systems of industrial size, and to detect errors that can hardly be found using simulation [5].

However, finding a suitable abstract model for verification is often a nontrivial task. Sophisticated techniques like quotient computations by bisimulation equivalences, symmetry reductions, partial order reductions, and abstract interpretation are used for that purpose [4],[17]. In the following, we show that the abstract models for describing the adaptation behavior of embedded systems given in [25] can be directly used for verification.

To the best of our knowledge, there is no previous work on the verification of adaptation behavior. We aim at closing this gap by modeling the adaptation behavior of embedded systems in a systematic way so that models for verification can be generated automatically.

3. RUNNING EXAMPLE

In this section, we briefly present an example that we use throughout the paper to illustrate the supported concepts of adaptation and the underlying modeling techniques. These have been successfully applied in several case studies, including industrial systems in the area of vehicle dynamics. For the sake of simplicity, however, we restrict ourselves to a simple example that implements a subset of a building automation system. The system consists of an occupancy detection service, a light control service, and several sensors and actuators. Even in this small system several adaptations may take place, an example scenario is illustrated in Figure 1.

1 http://www.depaude.org
4. MODELING ADAPTATION BEHAVIOR

From the viewpoint of the application, we consider a system as a set of concurrently running services. In this model, services communicate with each other via shared variables\(^2\) that are tagged with a quality description. Services can be reconfigured by regarding the information carried by their input and output variables, i.e., information that is available locally. Based on the current configuration of a service, it is possible to define the quality descriptions of its outputs. In this way, quality descriptions are propagated from the event triggering a reconfiguration (e.g. a defect sensor) to all affected services.

\(^2\)The communication may be different in reality. For example, message passing could be used instead shared variables.

4.1 Types, Modes, and Quality Descriptions

The objective of the quality description is to support the developer in the decision how a given quality influences the developed service and how the configuration of the service influences the quality of its output variables. In the course of our research and its practical application [27],[28],[25], it turned out that it is reasonable to divide the quality description in two levels:

- First, we define modes which represent the method that was used to determine the value of the variable. This includes a description of the characteristics, advantages, drawbacks, and limitations of the used method.
- Second, we define mode-specific attributes to quantify a mode-specific degree of quality. By tailoring these attributes to particular modes, very expressive descriptions of quality can be defined.

Consider, for example, the embedded system presented in the previous section that checks the presence/absence of persons in a building. A quality description for a variable occupancy can be defined as follows: As the occupancy can be determined by motion detectors or by light barriers, we may use the corresponding modes motion and entryExit. The former is refined by the attribute r_point which defines the precision of the motion detection. The corresponding graphical definition is illustrated in Figure 2.

![Figure 2: Example for the definition of a variable-type](image-url)

The developer of a light-control system who uses the variable occupancy can now use the provided information as follows: If the variable has the mode motion, it may be the case that persons are still present in the building, even if currently no motions are detected. However, it is probable that in this case some motions will be detected after some time. Consequently, it is reasonable to delay switching the lights off for some time unless new motions are detected. Moreover, the value for the delay time can be derived from the reaction point.

4.2 Services

As already explained, services communicate with each other in our model using shared variables that are endowed with quality descriptions. Thus, the information required to define the adaptation behavior of a service is available at its local interface. In order to define adaptive services, some extensions to a common component concept are necessary:

- Ports that are used to send and receive values must be extended in order to additionally support their quality descriptions (cf. Section 4.2.1).
- Services may have different configurations that realize the service (cf. Section 4.2.2). The most appropriate
configuration is chosen at run time depending on the qualities of the required variables.

- In order to achieve a more fine grained adaptation, it is also possible to assign adaptive parameters to each configuration (cf. Section 4.2.3).

### 4.2 Ports

Services are connected via ports that are associated with input and output variables. However, the distinction between input and output ports only allows to consider the data flow between services. The quality flow may use the opposite direction as compared to the corresponding data values. For example, assume a light control service has an output variable `lampBrightness`. The current service configuration may depend on the quality of its output `lampBrightness`, e.g., if it is possible to dim the lights or at least to switch the lights.

For this reason, we have to distinguish between required and provided variables. Consequently, each port is additionally marked as required or provided. Regarding the previous example, the light–control services would have a required output for the variable `lampBrightness`.

### 4.2.1 Configurations

Services may have several configurations, each of which representing a different algorithm to provide the service. For example, the occupancy of a room can be detected using motion detectors, a camera image, a transponder signal, and by registering all entering and leaving persons.

To determine a configuration, a rule is defined for every configuration. Each rule has a guard, i.e., a condition that depends on the qualities of the service’s variables. Configurations whose guards are satisfied are called enabled. As several configurations might be enabled at a time, priorities are assigned to the configurations. If more than one guard is enabled, the configuration with the highest priority is selected.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Pr</th>
<th>Guard</th>
</tr>
</thead>
<tbody>
<tr>
<td>OccupancyDetection</td>
<td>4</td>
<td><code>cameraImage[available]</code></td>
</tr>
<tr>
<td>TransponderDetection</td>
<td>3</td>
<td><code>transponderID[available]</code></td>
</tr>
<tr>
<td>MotionDetection</td>
<td>2</td>
<td><code>motion[available{r_point&gt;0}]</code></td>
</tr>
<tr>
<td>Off</td>
<td>1</td>
<td><code>true</code></td>
</tr>
</tbody>
</table>

### Figure 3: Example of configuration rules

Figure 3 shows an example, where the guard for configuration `MotionDetection` has priority 3 and its guard is `motion [available{r_point>0}]`. This means that motion is a required variable whose mode must be available. Moreover, the attribute `r_point` must be a positive number. If this guard holds, and no guard with higher priority also holds, the corresponding service will adapt to `MotionDetection`.

The guards and priorities therefore determine the configurations of services. Analogously, the quality flow is determined by a list of influence rules assigned to each configuration. An influence rule consists of a guard and the actual influence. The first rule the guard of which is true is executed, i.e., is used to determine the mode and the attributes of the provided variables.

As an example, Figure 4 shows an influence rule of the configuration `MotionDetection`. If the variable `motion` is available in a good quality, the motion detection can be considered to be an actual occupancy detection. Consequently, the mode of the provided variable `occupancy` is set to the equally named mode. If the quality of `motion` is not sufficient, the mode of the provided variable `occupancy` is set to motion in order to signal that motions instead of occupancies are detected. Additionally, the value of the attribute `r_point` of the required variable `motion` is propagated to the provided variable `occupancy`.

```plaintext
motion.r_point>1 => occupancy->occupancy;
occupancy->motion
(r_point := motion.r_point);
```

### Figure 4: Example for influence rules

#### 4.2.3 Parameters

In addition to the coarse grained adaptation of services to configurations, it is possible to define adaptive parameters whose values are dynamically determined by the values and quality descriptions of the variables. Parameters are defined in the behavior specification of a configuration, where a function is defined to derive a parameter’s value at runtime. Again, this function may use the modes and attributes of the required variables as arguments, which are available at the local service interface.

For example, the configuration `MotionDetection` of an occupancy detection service might have a parameter `delay` that determines the maximal bound on the amount of time before the room is assumed to be unoccupied when no motions are detected during this interval. Obviously, the current value of this parameter depends on the quality of the used variables for motion detection. A possible parameter function is shown in Figure 5.

```plaintext
parameter delay {
  delay := round((2-motion.r_point)/2 * 600);
}
```

### Figure 5: Example of a dynamically adaptive parameter

#### 4.3 Adaptation Behavior at System Level

Based on configuration and influence rules as well as the parameter functions, the adaptation behavior of single services is completely defined. In order to define an adaptive system that consists of several services, the different services are instantiated and their ports are connected accordingly. If necessary, global segments can be defined that influence the adaptation behavior of a group of services in order to optimize the adaptation behavior from a global point of view [25].

### 5. THE AVEREST SYSTEM

In this section, we describe the Averest framework [22],[20],[21] that provides tools for verifying temporal properties of synchronous programs [1],[11] as well as for compiling these programs to hardware and software systems. In particular, many formal verification techniques, including model checking of temporal properties of finite and infinite state systems are available.

In Averest, a system is described using the Esterel-like synchronous programming language Quartz [16], and specifications can be given in temporal logics such as LTL, CTL, \(\omega\)-automata, and directly in the \(\mu\)-calculus [17]. Currently, Averest consists of the following tools that cover large parts of typical design flows:
### 5.1 Synchronous Programs

The basic paradigm of synchronous languages [1],[11] is the distinction between micro and macro steps in a program. From a programmer’s point of view, micro steps do not take time, whereas macro steps take one unit of time. Hence, consumption of time is explicitly programmed by partitioning the program into macro steps. This programming model, referred to as perfect synchrony [1],[11], together with a deterministic form of concurrency allows the compilation of multi-threaded synchronous programs to deterministic single-threaded code. In this way, multi-threaded programs can be executed on ordinary microcontrollers without complex operating systems.

A distinct feature of synchronous languages is their detailed formal semantics that is usually given by means of transition rules in structural operational semantics. This makes synchronous languages attractive for safety-critical applications where formal verification is mandatory. Moreover, they allow direct translations to synchronous hardware circuits. On the other hand, the synchronous programming model challenges the compilers: Intrinsic problems like causality and schizophrenia problems must be solved [18],[19].

In comparison to Esterel, Quartz offers the following additional features:

- generic programs (with compile-time parameters)
- (synchronous, asynchronous, interleaved) concurrency
- explicit nondeterministic choice

Besides the translation of Quartz programs to transition systems, Ruby translates temporal logic specifications to alternating $\omega$-automata and/or $\mu$-calculus formulas to simplify the verification process.

### 5.2 Model Checking

Beryl is a symbolic model checker for the verification of finite and infinite state systems. For the verification of finite state systems, Beryl employs binary decision diagrams [2] as the basic data structure. Analogously, infinite state sets are represented by means of finite state automata that can be used as a canonical normal form for decidable predicate logics.

The ability to deal with data types over infinite domains makes Beryl attractive for the verification of abstract models where implementation specific details such as the bitwidth can be neglected. This is an important step towards the verification in early design phases, as required for the verification of adaptation behavior.

Beryl contains algorithms for global and local model checking, as well as bounded variants thereof [23]. There are many differences between these algorithms that may lead to fundamentally different runtimes. For the verification of infinite state systems, it is even more important to have different model checking algorithms, since termination cannot be guaranteed due to the undecidability of most verification problems [23].

### 6. CASE STUDY

Even though the properties that have to be considered for specifying the adaptation of an embedded system depend on the application and the system, there are some general questions that often arise:

- Can a certain configuration be reached at all?
- Can every configuration be left or can the system be caught in such a configuration?
- Can a certain configuration be reached infinitely often, i.e., is the system fair?
- Are there dependencies between configurations of different components?
- How long will it take to complete an adaptation? Will it terminate at all?

Properties like the ones above can be easily specified by means of temporal logics [17] so that efficient model checking techniques can be used for their verification. Moreover, in case a property does not hold, modern model checkers are able to generate a trace to demonstrate an adaptation sequence that violates the property. In order to verify a property using Averest, it is necessary to translate the given model of the adaptation behavior to a Quartz program. This transformation step is outlined in the following.

Services are translated to single Quartz modules that run concurrently in a main module as parallel threads. As an example, Figure 7 shows the module for the occupancy detection service as described in Figure 3. Since we analyze only
As can be seen, using Averest as a verification back end for Chameleon is not by accident. In contrast to other model checkers like SMV [14], Averest offers the following important advantages for verifying the adaptation behavior of embedded systems:

- Services can be easily implemented as threads in Quartz.
- In contrast to simple action languages used by most model checkers, Quartz programs allow one to implement difficult dependencies between control flows. In particular, the priorities of the guards used to determine the next configuration of an adaptation can be easily implemented by case statements in Quartz1.
- Quartz has a precise notion of concurrency and time. Since Quartz programs are deterministic, counterexamples generated by the model checker can be used for simulation to search bugs.
- Synchronous languages distinguish between input and output variables, and therefore between different directions of information flow. As the quality flow generated by an output may become an input of the same service, causality problems could be obtained due to cyclic dependencies. Compilation of synchronous languages includes an analysis of such causality problems [18].
- Beryl can handle infinite state systems as well as finite ones, which is not possible with other model checkers. In particular, the attributes used to define the quality flows can thus be modeled at an abstract level.

7. SUMMARY AND CONCLUSION

Dynamic adaptation is frequently used in embedded systems to react to fundamental changes in the environment such as failure of sensors and actuators. Dynamic adaptation not only helps to reduce costs, which is a crucial concern in the design of embedded systems, but also increases dependability, e.g. by switching to special configurations (graceful degradation). However, the adaptation behavior of embedded systems significantly complicates their design and poses several challenges. In particular, the adaptation of a single component can cause a chain reaction of adaptations in other components.

Our approach to cope with these problems is twofold. First, we propose a method that allows to describe the adaptation behavior at an abstract level. For that purpose, the data flow is augmented with quality descriptions which are used by configuration rules to determine potential adaptations. Second, we use the resulting system description as the basis for generating programs in synchronous languages, which are well-suited for modeling concurrent services occurring in the abstract system description). Moreover, they can finally be translated to transition systems that serve as input for symbolic model checkers.

To evaluate our approach, we implemented it in our tools Chameleon and Averest. As a first benchmark, we modeled the system sketched in this paper. As mentioned previously, it consists of an alarm system, a light control, and a unit for determining occupancy. Each service can operate in up to five configurations. The specifications (total number of 23) could be checked in less than two seconds.

1Model checkers like SMV also provide case statements, but with a different semantics: Among the enabled guards, one action is chosen nondeterministically.

Figure 7: Synchronous program for occupancy detection

the adaptation instead of the entire functional behavior, the inputs of a Quartz module do not have the types as in the real implementation. Instead, they only hold the quality description of the variable. Therefore, one input is defined for each required variable representing its mode like motion, and another input is defined for each quality attribute of the required variables, as for example, motion_r_point in Figure 7. In the same way, provided variables of the services are defined as outputs like occupancy.

Additionally, an output variable is defined that represents the current configuration of the service like ocd_config. The configuration rules are specified using a case statement, where each case corresponds to a single rule. The conditions of a case statement are the guards of a configuration rule, and the priorities of the rules are preserved by the order of the case distinctions. The influence rules of the corresponding configuration as well as the parameter functions are defined in the body of a case statement as shown for MotionDetection.
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