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ABSTRACT

The notion of aspect is important as a systematic approach to the representation of cross-cutting concerns and the incremental additions of new functionalities to an existing system. Since UML is a modeling language used in early stages of software development, studying how UML is related to aspectual software is an important topic. This paper proposes a way of introducing the join point model (JPM) to UML/STD. The proposed extension is smoothly integrated with the core part of the execution semantics adapted by the UML standard.

Categories and Subject Descriptors
D.2.1 [Software Engineering]: Requirements/Specifications;
D.2.2 [Software Engineering]: Design Tools and Techniques;
D.2.4 [Software Engineering]: Software/Program Verification

General Terms
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1. INTRODUCTION

The notion of aspect is important as a systematic approach to the representation of cross-cutting concerns and the incremental additions of new functionalities to an existing system. Given a base description having certain functionalities, an aspect is added to or woven into the base in order to create a desired system. Starting as a technology for programming, the aspectual approach is now recognized to be effective as a modeling technology [6].

In the early stages of software development, UML [19] is used as the modeling language and introducing the notion of aspect into UML turns out to be important. UML is a family of notations, each of which can represent a system's certain viewpoint. How the notion of aspect is introduced is dependent on the viewpoint that the diagram provides. Moreover, a complete software design, either aspectual or non-aspectual, requires using various UML notations. There actually have been lots of work to introduce the aspectual concept into UML [2][4][5][6][7]. Weaving is a kind of model transformation to have a whole integrated description.

In UML, a state-transition diagram (STD) is used to represent the dynamic behavior of the system. Since operational meanings are important for the dynamic behavior, UML/STD is also accompanied with a set of rules to execute the model descriptions. Consequently, the notion of aspect and the weaving is expected to refer to the fine-grained operational meanings or the execution mechanism as was done for the case of the aspect-oriented programming.

This paper proposes an aspectual UML/STD. It defines a join point model based on behavioral specifications of UML/STD and shows that the operational rules can be integrated with the core part of UML/STD's operational semantics [19]. The proposed operational rules are rigorous enough to realize weaving automatically, and can be a basis for the behavioral analysis with SPIN model-checker [9].

2. BACKGROUNDS

Aspect-oriented software development is a technology concerned with both modeling and mechanism.

A primary aim of modeling is to have a clear and easy-to-understand system descriptions at an adequate abstract level. The aspectual notion can help identifying appropriate concerns. I.Jacobson [10] adopts his “usecase” modeling approach to represent the aspectual use-cases as well. Theme/UML [2] is a modeling method for mining the aspect and the base, and uses an extended UML representing the aspectual concepts with certain stereotypes.

A mechanism, on the other hand, is related to the computational model of the language to describe the aspectual software. An aspectual language has constructs to describe the aspect as well as the base, and it is equipped with a certain tool to weave the aspect into the base. An aspectual mechanism has been mainly studied in the development of aspect-oriented programming languages [15]. AspectJ [12][18] extends Java language to include a language construct (aspect) for the representation. An AspectJ compiler then automatically performs the weaving.

In the early stages of software development, UML [19] is used as the modeling language and introducing the notion of aspect into UML turns out to be important. Among the
3. UML/STD AND JPM

3.1 UML/STD

A UML state diagram (UML/STD) is a hierarchical finite-state transition system based on the Statecharts proposed by D. Harel [8]. It is hierarchical in that a state can have multiple sub-states, and two kinds of the hierarchies are defined, an And-hierarchy and an Or-hierarchy. A state with an And-hierarchy can have multiple sub-states at a time, and those sub-states are considered to execute concurrently.

Figure 1 is a simple example of UML/STD, which will be hereafter weaved with an aspect in Section 4. The top-level STD System is expanded into an And-hierarchy consisting of Subject and Target. Each is further expanded into an Or-hierarchy. Subject contains two terminal states, while Target is decomposed into three. Intuitively, System consists of two component state machines executing concurrently (Subject and Target). The progress of the state machines is determined by events to fire the transitions.

UML/STD [19] is a large language providing a lot of interesting features, and the standard document describes the syntax and the rules for the execution informally. This paper focuses on the core features of UML/STD; the hierarchical state machine and the RTC (run-to-completion) execution rule. The following discussion will be based on the formalism in [13]. The key idea is to use a configuration term to represent UML/STD formally.

Figure 1: Base

First, a configuration is introduced to represent an execution snapshot of a given UML/STD. It is a term representation of the And-Or tree structure of the state hierarchy. For example, the initial state of the example in Figure 1 can be described as a term

$$\text{System}(\text{Subject}(S0), \text{Target}(T0)).$$

Note that two concurrently executing And-component machines are explicitly represented as sub-terms of System.

Second, a transition is a rewriting rule on the configuration term that is triggered by an appropriate event. Two of the transitions in the example are

$$\text{System}(\text{Subject}(?X), \text{Target}(T0))
\rightarrow \begin{cases} 
\text{-(get)} & \rightarrow \text{System}(\text{Subject}(?X), \text{Target}(T1)) \\
\text{-/(return)} & \rightarrow \text{System}(\text{Subject}(?X), \text{Target}(T0))
\end{cases}$$

where ?X denotes don’t care, which can be matched with any possible sub-term (either S0 or S1 in the example). Intuitively, Target’s transition from T0 to T1 can be fired regardless of the Subject state since two And-component machines are considered to execute concurrently.

The following triple, a configuration automaton, is sufficient to represent the formal model of a state machine for the subset of UML/STD in this paper.

$$(\text{State}, \text{Event}, \text{Rule})$$

$$\text{State} : \text{a finite set of (ground) configuration terms}$$

$$\text{Event} : \text{a finite set of events}$$

$$\text{Rule} : \text{a finite set of rewriting rules}$$

Note that a state is a ground configuration term not containing variables and that a rewriting rule is defined on a configuration term that may have a variable such as ?X as shown in the above example.

The central part of the UML/STD semantics is a RTC step in which a pool (EventPool) is assumed to contain a set of events to be dispatched. The RTC step describes that some of the events in the pool are processed at a time, and that the current events are completely executed before the next set of events is dispatched. Furthermore, a dispatched event that does not trigger any transition is lost (an implicit consumption of an event). An event can also contribute to trigger more than one transitions (a broadcast event).

An execution snapshot is described by a pair consisting of the configuration term and the set of events in the event pool.

$$<\text{Configuration}, \text{EventPool}>$$

The pair is updated according to the RTC step rules. The traces to show how the pair is changed is considered to be executions of STD.

Behavioral specification is a set of execution paths that a configuration automaton generates according to the RTC step. The notion of execution paths is defined in terms of a run, which is an infinite sequence ($\pi$) such that

$$\pi = s_0s_1...s_n...,$$
where \( s_{k+1} \) is a configuration term obtained from \( s_k \) in the 
RTC step. Although \( \pi \) is infinite, it can represent a finite run 
as well by applying the stutter extension rule \([9]\); namely, 
a null self transition \((e)\) is added on the final state of the 
configuration automaton.

It is sometimes useful to extend the run to include the 
EventPool since a stable state of the RTC step is a snapshot 
consisting of the pair. Such an extended run \((\hat{\pi})\) is defined 
as

\[
\hat{\pi} = (s_0, \xi_0)(s_1, \xi_1)\ldots(s_n, \xi_n)\ldots
\]

where \( \xi_k \) denotes an EventPool state. A set of extended runs 
\( \hat{\pi} \) that a configuration automaton generates is written as 
\( \Pi \), which constitutes the behavioral specification of a given 
UML/STD.

3.2 JPM and Aspect

This paper proposes to use Join point as the basis for 
introducing the notion of aspect into UML/STD. Since a 
join point is a certain pointcut in the execution sequences, the 
element of the run \((s_n, \xi_n)\) would be an appropriate can-
didate. Moreover, a pointcut is a condition that specifies a 
set of join points. It is an expression for denoting a set of 
particular elements of the run.

The advice is the action invoked on the join point that 
certain pointcut determines. From the viewpoint of the 
behavioral specifications, the advice results in changes in the 
behavior of the base state machine. When the behavior is 
determined in terms of the run, i.e. a sequence of locations, 
the change can be schematically illustrated as in Figure 2. 
The circle, the location, in the figure refers to an extended 
element \((s_n, \xi_n)\).

Figure 2 (a) is a case in that a hypothetical run of the 
base would be modified to include a certain sub-sequence at 
a location specified by the pointcut. The light-gray location 
is the one specified by the pointcut and a sequence of dark-
gray locations are inserted which is the 
pointcut location. The light-gray location 
base would be modified to include a certain sub-sequence at 
the pointcut location may lead to a completely different execution 
of STD. For example, a new event generated at the point-
cut location is certainly attributed to the events that enable 
the suspended execution from the point that was interrupted. 
Consequently, a certain new mechanism is needed to realize 
the suspending and resuming.

4. ASPECT-ORIENTED STATE-DIAGRAM

4.1 Aspectual Example

The base UML/STD in Figure 1 is used as an example for 
introducing the aspectual machine in Figure 3. The example 
is meant to show the motivation to introduce the pointcut 
and the progress control mechanism explained in the rest of 
this section.

In Figure 1, Subject component makes an access to Target 
by generating a put event. Subject then changes its own 
state by a return event from Target to return to the initial 
state (S0). Although Target has a transition arc enabled by a 
get event, it is never triggered at all in this base description.

Figure 3 is an aspectual component Monitor that intro-
duces a new behavior to the base. The new behavior is 
the one such that both put and get events are generated. 
Two events are generated in this order from the viewpoint 
of Target even if Subject generates a put event only.

Monitor moves from M0 to M1 when the Subject is 
in the state S1, and it suspends Subject by using a primitive con-

trol command suspend(Subject). Then, Monitor moves to 
M2 when an return event is inserted into the event pool. 
Actually the return event is generated by Target. Last, 
Monitor goes back to M0 in a similar manner to resume 
Subject.

To study the runs, a handy notation \( \sigma_{ij} \) is introduced.

\[ \sigma_{ij} \equiv \text{System}(\text{Subject}(S_i), \text{Target}(T_j)) \]

A snapshot in the extended run is a tuple where \{ \( e_k \) \} stands 
for the event pool. Therefore, a snapshot is represented as 
\[ \langle \sigma_{ij}, \{ e_k \} \rangle \].

A typical example behavior of the base in Figure 1 would be 
written as \( \pi_{\text{base}} \).

\[
\pi_{\text{base}} \equiv \langle \sigma_{00}, \{ \} \rangle \langle \sigma_{10}, \{ \text{put} \} \rangle \langle \sigma_{12}, \{ \} \rangle \langle \sigma_{10}, \{ \text{return} \} \rangle \\
\langle \sigma_{00}, \{ \} \rangle \langle \sigma_{10}, \{ \text{put} \} \rangle \ldots
\]

A new run that is affected by the aspect in Figure 3 is 
changed to be \( \pi_{\text{modified}} \) as given below.

\[
\pi_{\text{modified}} \equiv \langle \sigma_{00}, \{ \} \rangle \langle \sigma_{10}, \{ \text{put} \} \rangle \langle \sigma_{12}, \{ \} \rangle \\
\langle \sigma_{10}, \{ \text{return}, \text{get} \} \rangle \langle \sigma_{11}, \{ \} \rangle \langle \sigma_{10}, \{ \text{return} \} \rangle \\
\langle \sigma_{00}, \{ \} \rangle \ldots
\]
The difference between $\pi_{base}$ and $\pi_{modified}$ can be seen in the underlined snapshots.

The aspectual machine in Figure 3 always monitors the execution of the base, actually the run generated by the base. More concretely, the machine watches all the information contained in the tuple $((s_k, \xi_k))$. A short sub-sequence $((\sigma_{10}, \{\text{return, get}\})|\sigma_{11}, \{\})$ is inserted into a certain location in $\pi_{base}$. This is an example of the schematic diagram in Figure 2 (a).

### 4.2 Pointcut

The pointcut is a means to express conditions to select certain join points. The join point here is $\langle s_k, \xi_k \rangle$ where $s_k$ is a (ground) configuration term and $\xi_k$ is an event pool. Since a pointcut is an expression for discriminating join points uniquely, it is enough to include two kinds of atomic propositions: one posed on $s_k$ and another on $\xi_k$. Here is an abstract syntax of the pointcut.

$$ P := M \in S \mid E \mid \neg P \mid P \land P \mid P \lor P $$

The first atomic proposition (M in S) is true when a component state-machine M is in the state S. The second one (E) is true when the event pool contains the specified event.

As for the example in Figure 3, the transition from $M_0$ to $M_1$ is triggered when Subject is in the state $S_1$: namely, the configuration term takes a form of:

$$ \text{System}(\text{Subject}(S_1), \text{Target}(?X)) $$

The transition from $M_1$ to $M_2$ is enabled when a return event is generated and inserted into the event pool. The monitored event (return in this case) is not consumed but it will be dispatched in the next RTC step.

In order to deal with the pointcut expressions in the RTC-based execution rules of UML/STD, the expressions should be evaluated against a certain stable snapshot of the system $\langle (s_n, \xi_n) \rangle$. An RTC step consists of lots of micro-steps and the intermediate states are not stable nor well-defined. The pointcut is evaluated against the system status at the end of each RTC step.

### 4.3 Controlling Progress of Machine

As discussed in Section 3.2, a certain machinery to control the execution of a STD is needed to have the modified sequences as in Figure 2. A primitive, a provided clause, to control such executions is introduced. A provided clause takes a form as below in which $N$ refers to a name of a component state-machine and $P$ describes the condition.

$$ N \quad \text{provided} \quad P $$

Operationally, the sub-machine $N$ is scheduled only when the condition $P$ is true. Here, being scheduled refers to the situation that transitions defined on $N$ are consulted when events are dispatched. Conversely, when $N$ is not scheduled because of $P$’s false value, no transition occurs on $N$ even if appropriate events to fire the transition are dispatched.

The condition $P$ takes either of the following.

$$ P := M \in S \mid false \mid true \mid \neg P \mid P \land P \mid P \lor P $$

A simple example might be adequate here: Example consists of several And-components including $N$ and $M$, and $N$ has a provided clause of $\langle M \in S_1 \rangle$.

### 4.3 Controlling Progress of Machine

As discussed in Section 3.2, a certain machinery to control the execution of a STD is needed to have the modified sequences as in Figure 2. A primitive, a provided clause, to control such executions is introduced. A provided clause takes a form as below in which $N$ refers to a name of a component state-machine and $P$ describes the condition.

$$ N \quad \text{provided} \quad P $$

Operationally, the sub-machine $N$ is scheduled only when the condition $P$ is true. Here, being scheduled refers to the situation that transitions defined on $N$ are consulted when events are dispatched. Conversely, when $N$ is not scheduled because of $P$’s false value, no transition occurs on $N$ even if appropriate events to fire the transition are dispatched.

The condition $P$ takes either of the following.

$$ P := M \in S \mid false \mid true \mid \neg P \mid P \land P \mid P \lor P $$

A simple example might be adequate here: Example consists of several And-components including $N$ and $M$, and $N$ has a provided clause of $\langle M \in S_1 \rangle$.
As for expressing temporal properties, LTL (linear temporal logic) is a convenient means and is used to query whether a state machine shows a particular behavior or not.

An LTL formula \( f \) can have three temporal operators, \( \square \) (always), \( <> \) (eventually), and \( U \) (strong until) as well as usual logical connectives such as \( ! \) (\(-\)), \&\& (\&), \| (\lor), \) and \( \rightarrow \) (\( \Rightarrow \)). Their semantics follow the standard definitions [9] and are skipped here. Atomic propositions, referred to in the formula, are chosen so as to be defined on the snapshot of the pair \( (s_k, \xi_k) \).

- \( M \in S \) : referring to configuration term \( s_k \)
- \( E (\in \mathbf{Event}) \) : referring to event pool \( \xi_k \)

Their meanings are the same as in the case of the pointcut in Section 4.2.

In regard to conducting the analysis, the SPIN model checker [9] is used. This is because SPIN is quite an efficient model-checker and it is often used as a back-end engine for model-checking of design notations such as UML/STD and programs such as C or Java.

Using SPIN for the model-checking engine for the aspectual UML/STD is straightforward. A given UML/STD design description, actually its configuration machine, is translated into Promela, that is the input specification language of SPIN. Since the translated Promela program should be faithful to the core semantics of UML/STD and the pointcut evaluation, it consults the micro-steps in the modified RTC cycle. This can be done by the Promela program, which incorporates an interpreter to implement the modified RTC steps together with the surface description of the given UML/STD. Moreover, the Promela program can be written so as to have non-deterministic choices of many transitions; thus introducing non-determinism is easy.

### 5.2 Weaving and LTL Formulas

It is important to ensure that the design after weaving hold a certain required properties, and LTL formulas are adequate means for this purpose.

Some simple example LTL formulas are shown below for the case of the design description in Figure 1 and 3.

First, the base design in Figure 1 satisfies

\[ \square (\text{put} \rightarrow <> \text{return}) \ldots (a) \]

which reads such that it is always the case that a put event is eventually followed by a return. The formula is also valid after the base is weaved into the aspect in Figure 3.

Second, there is an LTL formula which the base satisfies but is not valid after weaving. For example, an LTL formula, meaning that it is always the case that a put event is eventually generated, but a get event is never generated, is written as

\[ <>\text{put} \&\& (!<>\text{get}) \ldots (b) \]

After weaving, it is not satisfied any more. Contrarily, the LTL formulas below are valid.

\[ <>\text{put} \&\& !<>\text{get} \]
\[ !(\text{put} \rightarrow <>\text{get}) \]

These formulas are actually the required properties to hold and the formula (b) is the one to be avoided. By checking an appropriate LTL formulas, the woven design can be shown to satisfy the requirements.

### 6. AN APPLICATION

#### 6.1 Priority Inversion Phenomena

The problem at hand considers scheduling tasks with mutually exclusive dependencies. There are three tasks that are given execution priorities just as their names suggest. Two of them, Low and High have a shared resource Mutex, while Med can execute freely in a sense. A faulty behavior may appear when Low locks Mutex while High waits for its release. At a certain scheduling point, Med is executable because the priority of Med is higher than Low. Note that High is not runnable because it waits for the release of Mutex. Then it shows the Priority Inversion Phenomena in that High is blocked while Med is in execution [3].

The primary role in the example is the notion of priority. It actually controls the progress of a component state-machine, which can be represented easily with the provided clause. Figure 4 is a UML/STD description for the present situation. In addition to the behavior described with the diagrammatic notation, a task state-machine with a differing execution priority is accompanied with an appropriate provided clause.

\[
\text{Med} \text{ provided } !((\text{High in Exec}) || (\text{High in Enter}) \\
\text{Low} \text{ provided } !((\text{High in Exec}) || (\text{High in Enter})) & \& !((\text{Med in Exec}))
\]

The above specifies that Med can proceed only when the specified condition is satisfied: High is not in Exec nor in Enter which corresponds to the situation that High is not in execution. The clause for Low is dependent on both Med and High tasks.

Next, the design description in Figure 4 is analyzed by using Promela/SPIN. The verification problem at hand is to check whether the system is free from any of faulty behavior or not. To study such potential faults, a progress property, or a leads-to property, expressed in terms of LTL formula, is used.

\[!(\text{High in Try}) \rightarrow <>\text{(High in Exec)}) \]

It reads such that High eventually goes to the Exec state if it issues a request to obtain the shared resource in the Try state.

The result of the model-checking returns a counter example scenario: Low, holding the shared resource Mutex, is not scheduled at all because Med executes forever. The situation is what is called priority inversion since Med with a priority lower than High executes while High is blocked.
6.2 Priority Inheritance Protocol

It is known that the priority inversion phenomena can be resolved by several methods [3]. The priority inheritance protocol is introduced to resolve the faulty situation below.

The basic idea is that the priority of Low task is temporarily raised to that of High waiting for the release of Mutex. When Low is competing to get scheduled with Med, Low is chosen because its priority is now higher than Med. Since Low eventually unlocks Mutex, High can obtain the shared resource as expected.

Although such a change may usually be scattered in various entities, it is not hard to introduce an aspectual machine responsible for the dynamic priority control. Figure 5 is a representation of such an aspectual machine that is weaved into the base description (Figure 4). The weaving is simply to add the aspectual machine as a new And-component state machine.

The aspectual machine, while in M0 state, monitors the execution status of the other components. It goes to M1 when Mutex is locked by Low and High is in Try state to try obtaining Mutex. The automaton changes the priority of Low to that of High as an effect of the transition (raisePriority(Low)). The monitor automaton, then, put it back the priority of Low (initialPriority(Low)) when High starts its execution with Mutex obtained (Enter state) and Low is in Idle state. For simplicity, the function, raisePriority(Low), looks as

\[ \text{provided}(\text{Low}) := \text{true} \]

which specifies that Low is always scheduled. Although the condition is stronger than the standard priority inheritance protocol, it is suffice for the purpose here to say that the priority of Low is higher than that of Med.

The whole system can be shown to have no faulty behavior by checking the leads-to property for the High task by using the LTL formula in Section 6.1.

6.3 Overhead in Model-Checking

To see how much computational overhead is introduced in model-checking the proposed aspectual STD, a simple reachability check is conducted by SPIN.

First, the base design model in Figure 4 is checked. Although it shows a priority inversion phenomenon, the reachability analysis result shows that the system is deadlock free. This is because Med task is executed forever, which the system as a whole is not in a deadlock.

As a quantitative comparison to see the overhead introduced by the \text{provided} clause evaluation, the same system without any \text{provided} clause is analyzed. Since the system does not have any notion of priority, the reachability analysis for this simplified description is just to test whether there is an inadequate sequence of mutex operations leading to certain deadlock situations. The analysis result demonstrates that no such faulty situation occurs. The size of the state space to be explored is about 25% smaller than the system with \text{provided} clauses. In other words, about 25% increase in the size of the state space is an overhead relating to the evaluation of the \text{provided} clause.

Second, the aspectual automaton executes in every RTC cycle to check the status of the other component state machines, which may result in an increase in the size of the state space. The overhead of the aspectual machine is not small, and the state space is about 90% larger than the system shown in Figure 4. This is because the aspectual machine executes in every RTC cycle to check whether a certain pointcut is satisfied or not. The state space inevitably becomes large and is almost double for this example.

All the experiments reported above used the latest version of the SPIN tool version 4.2.5 executed under Windows/XP operating on a laptop computer. All the experiments terminated almost instantaneously, which shows that the translated Promela program did not have any trouble from the viewpoint of the runtime cost.

7. RELATED WORK

This paper adapts the formalism of UML/STD proposed by J.Lilius and I.P.Plator in [13], especially the idea of representing the hierarchical state-machine as a configuration term. And it introduces the join point model and other related aspectual concepts into a variant of UML/STD.

The idea of using the \text{provided} clause to control the execution of the state-machine at a meta level is not new to this work. The \text{provided} clause in Promela/SPIN [9] can have any condition so that it is very expressive. This work restricts the use of the \text{provided} clause to have the proposition of the form in Section 4.3. Although restricted, it can be used to describe interesting designs such as the one involving task scheduling. As for the implementation for the model-checking, \text{provided} of Promela is not used, but its interpretation is integrated with the RTC step of UML/STD. In UML/STD, a similar execution control can be described by a set of guard conditions on transition arcs. It has a drawback, however, in that guard conditions should appropriately be defined on a list of transitions. On the other hand, only one \text{provided} clause can represent the condition for the control.

M. Mahoney et al. [14] use the idea of the aspect to have a set of statechart descriptions that are adequately modularized. The key idea is to provide a modeling method in which one or more separate statecharts are woven by using auxiliary declarations of how they are put together. The woven design is used as an input for an automatic generation of executable codes. Hence, their work is related to a model-driven development method. Verification of the statecharts with the aspect annotations is not discussed.

J. Araujo et al. [1] introduce the notion of aspect into the scenario-based software requirement research. A scenario is basically a description of event sequences. Some of the identified scenarios are considered to be the base, while others are aspectual. All the scenarios are merged to synthesize a state machine that generates the event sequences as its behavioral specifications. In their work, the notion of pointcut is implicit in the synthesis algorithm.

The method consults the pointcut expression to synthesize a state machine from a given set of scenarios. The obtained state machine is considered as a result of weaving of the given scenarios. However, a scenario is a sequence of what has happened and can be divided into several fragments. Some of the fragments are atomic in that they cannot be divided further in the weaving process. The verification problem is to ensure that the state machine does not violate the atomicity that the given scenarios originally have.

As discussed in Section 5.2, the LTL formula is adequate to specify requirements and coarse-grained properties. It is not easy to write down the LTL formula to express the condition on the correctness of the weaving in the sense that E. Katz and S. Katz defined. A certain form of representing and verifying the atomicity of the base is called for.

8. DISCUSSIONS AND CONCLUSIONS

This paper focused on studying an aspectual mechanism for a UML state diagram (UML/STD) and introduced JPM into UML/STD. In the proposal, weaving was just an addition of an aspect machine and thus was done automatically. The paper further investigated how behavioral analysis of the aspectual design was conducted by using the SPIN model-checker. The proposed aspectual state diagram aids understanding of the key notion of the aspect-oriented design in UML/STD.

Last, it is interesting to point out that a certain aspectual design can be represented without the proposed method. It is because UML/STD [19] is very expressive and in particular has a notion of broadcast event. In the literature on aspectual software, a logging aspect is often used. A base system may consists of two components in which Task issues get event to have an access to Target. Adding a logging function to this base can easily be accomplished in UML/STD just by introducing a new And-component machine (Logger) into the base system. Since an event is broadcast, Logger machine as well as Target can see the get event that Task generates. The functionality of Logger is ready to be activated without any further machinery.

Although the logging example is simple, the design that does not affect the base can be represented by the original UML/STD alone. Namely, it is not necessary to use the proposed aspectual state diagram. It is interesting to point out here again that both modeling and mechanism are important, but are two distinct technologies, which was discussed in Section 2.
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