ABSTRACT
Several researchers have recently indicated an urgent need for re-evaluation and validation of the various software engineering abstraction techniques, and object orientation in particular. This paper presents three questionable practices and one promising direction with respect to achieving high quality analysis models. This work is based on five years of observation of more than 700 students working on software requirements specifications of a small telephone exchange and a related accounts management system.
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1. INTRODUCTION
In 1967, Dahl and Nygaard unveiled Simula 67 [4], the first object-oriented (OO) programming language. In 1982, Booch published his paper on object-oriented design (OOD) [1]. In 1988, Shlaer and Mellor published their book on object-oriented analysis (OOA) [14].

These three events were major milestones in the development of the OO paradigm. Today, object orientation is not only one of the oldest development paradigms, but also one of the most widespread in practice. From OO programming languages to OO modeling standards and frameworks, object orientation shapes the way we think about business and software systems, organize our development processes, and so on. Why did this happen?

We believe that the eventual widespread adoption of object orientation was fueled partially by the impact of Booch’s paper [1], and in particular due to the two of his claims in that paper. His first claim, in Section 4.3.1, “Identify Objects and Their Attributes”, is:

This step is a simple task; we will repeat our informal strategy in the abstract world, underlining [sic, should be “underlining”] the applicable nouns and adjectives....

His second claim, in Section 4.3.2, “Identify Operations on the Objects”, is:

This too is a simple task; we will repeat the above process, this time underlining the applicable verbs and adverbs....

These two sections explain the main steps of an OOD method that Booch was advocating. Today, we know that these two steps form the foundation of OOA. What we also know is that these tasks are not that simple and they are not sufficient for the production of high-quality OOA models.

Hatton [7], Kaindl [9], and Kramer [10] have indicated an urgent need for experimentation aimed at validating the effectiveness of not just object orientation but of all software engineering abstraction techniques and methods.

2. A DISCOURAGING CASE STUDY
Over the last five years we have been observing and evaluating students’ work on the requirements analysis and specification of a system [16] composed of:

1. a small telephone exchange or a voice-over-IP telephone network specified using formal finite-state modeling with SDL [2],

2. the related accounts management subsystem specified using the notations of UML [13].

The specification of this system is the term-long project carried out in the first course of a three-course sequence of software engineering courses that spans the last year and a half of the Software Engineering undergraduate degree program.
at the University of Waterloo [3]. The average size of the resulting Software Requirements Specification (SRS) document for the whole system is about 120 pages, with actual sizes ranging anywhere from 80 to 250 pages.

We have personally reviewed over 135 different software requirements specifications, out of over 195 that were developed in this time interval by over 740 software engineering, computer science, and electrical and computer engineering students.

We have observed the same problems in all specifications:

- under-specified analysis models
- that differ widely depending on which group produced them, and
- with many concepts at inconsistent abstraction levels.

In particular, the following problems are present in nearly all of the students’ OOA models:

- assigning a large business activity as a responsibility of a single object,
- missing responsibilities,
- omitting other objects that participate in a business activity, and
- missing objects that are operated upon or produced through the interactions of several other objects.

We have found that we simply have no guarantee that any OOA model will achieve any level of completeness and consistency. We cannot predict what the differences will be, or even understand why these differences exist in the first place. Contrary to what was requested more than 14 years ago [8], not only do we lack a formal basis for verifying that the analysis model is complete and consistent, but we cannot achieve even an informal understanding. The wide variation among the OOA models produced by different analysts for the same system calls to question the benefit of applying OOA. We must confront this issue and find the ways to measure and manage this variation.

3. THREE QUESTIONABLE PRACTICES

We have observed in our students work that three recommended practices of object orientation appear not to work well in practice:

1. iterative analysis,
2. identifying concepts from system-level use cases, and
3. choosing a unified system perspective.

The first practice is the iterative approach to the analysis. Some students used a typical iterative use-case driven approach for discovery of the domain knowledge and then the discovery of the concepts [e.g., 11], while others used a waterfall-like approach [e.g., 12]. We did not observe any correlation between the number of iterations and the quality of the conceptual models. One possible explanation is that even when students use an iterative approach, and they discover new artifacts that do not fit into the extant conceptual model, they tend to be hesitant to change the conceptual model. Instead, they tend to try to adapt the new artifacts so that they conform to the existing conceptual model, leading to even more bloated and inconsistent models. Thus, rather than expecting the students to incrementally improve their model over the course of several distinct iterations, we have learned that it is more effective to encourage them to try to get their model right immediately. Our impression is that when the students know that they have multiple iterations, they do not put as much effort into getting the model right the first time, figuring that they will always be able to fix any problems later. However, the problems compound before they get fixed, making them even harder to fix.

The second practice is identifying concepts from system-level use cases [e.g., 11]. The purpose of the system-level use cases is to show the interactions between actors and the system, while treating system as a black box, i.e., not showing internals of the system. The use cases in this form capture some of the interchange data between system and actors. After writing use cases, one has to try to extract domain concepts. The source of the majority of the concepts is the interchange data passed between actors and system. The problem is that often these concepts are used as if they represent the domain and are used to model the internals of the software system. The interchange data do not reflect all of the possible domain concepts; they present only a subset of information that exists within only the business system. We have observed that analysts cannot rely on only system-level use cases for the discovery of a complete conceptual model. Rather, it is necessary to search for additional resources, and they vary widely from project to project. For the students’ SRSs, the additional sources include project-description documents [3] and interviews with the customers. Each of these additional resources is usually less structured and less consistent than use cases, making it even harder to verify the consistency and completeness of the conceptual model. Thus, we have learned that system-level use cases are quite limited in scope, and it is better that finding them should be only one step in the generation of many types of artifacts for the conceptual models that need to be built.

The third practice is choosing the perspective from which we define the boundaries of the business and software systems. We have observed that the students typically take one of two evident perspectives. The first perspective is treating the business system and the supporting software system as one system together. A follower of this perspective tends to assume that a domain concept is a software concept and vice versa. Through observation of the students’ work, we have discovered that this perspective usually results in a reduced ability to distinguish among business concepts and software concepts. A follower of this perspective tends to capture a relatively smaller subset of the domain concepts than do others. The second perspective is treating the business system and the supporting system as two different systems. A follower of this perspective tends to consider concepts from the problem domain and the software system to be different entities. A follower of the second perspective tends to capture more domain concepts than a follower of the first perspective.

The improvement that results from following the second perspective suggests that we should define clear boundaries between the domain system and the software system and keep a clear separation between the domain and software
systems. Thinking of a software system as a direct simulation of the domain system, i.e., the software and domain system are the same systems, results in a lower quality model with fewer discovered concepts. We need to realize that domain system and software systems are different systems. We need to realize also that domain concepts, design concepts, and code concepts are three different kinds of concepts.

4. A PROMISING DIRECTION

The first author, when working with some of his groups, suggested an approach that helped them increase the consistency and completeness of their models:

1. Clearly separate the domain system from the software system;
2. describe and explain domain processes and tasks in addition to the use cases;
3. describe a possible software solution in terms of software processes and tasks based on domain processes and tasks;
4. discover mappings between domain tasks and software tasks; and then
5. break each system into concepts and structural components.

That is, process decomposition and functional decomposition are performed separately before performing the conceptual analysis. This change of procedure helps an analyst move away from the discrete superficial breakdown of the domain into actors and their activities captured through use cases towards what one actually has to analyze. One should analyze two distinct systems, (1) the business system, a.k.a., the domain system, and (2) the software system, which support each other and have to work in full synergy.

Completing process-based decompositions of both business and software systems before attempting the conceptual decomposition of the domain system is probably too radical a change. However, the core idea of attempting to derive some intermediate analysis artifacts that are more constrained than conceptual models might be worth exploring.

The main problem is finding exactly what paradigm and what artifacts should be produced before pursuing with traditional OOA. We believe that the paradigm

1. should minimize the amount of the intermediate work,
2. should ideally be a subparadigm of the OO paradigm, and
3. should provide a mechanism for a smooth transition from domain analysis artifacts to OOA artifacts.

We believe also that properties 1 and 3 should hold also for the artifacts produced by the paradigm.

We believe there are several kinds of modeling that might satisfy these requirements:

1. architecture-driven modeling,
2. procedural modeling,
3. state-based modeling, and
4. goal-driven modeling.

A subparadigm of each of these modeling paradigms might be used as an intermediate tool for constraining the OOA. Perhaps this radical approach of using different paradigms rather than the same paradigm for moving from domain requirements to analysis models will result in higher quality OOA models. We believe also that the same way of thinking might be beneficial for production of other types of development artifacts. For example, using three different paradigms for analysis, design, and implementation might result in more consistent artifacts at each abstraction level than what can be achieved using only the OO paradigm for all three.

5. CONCLUSION AND FUTURE WORK

OOA techniques have not changed fundamentally from what Booch described in 1982. What has changed is the realization that these simple OOA tasks are not sufficient for producing high-quality analysis models for today’s complex business systems. This paper has described three OO practices that do not appear to improve the consistency and quality of the resulting OOA models. How well these practices work and what other practices work better needs further empirical study. The paper has described also another promising direction that might help produce more consistent conceptual models.

We have already finished one part of the research begged by this paper. By working with our students as each group unified its descriptions of its use cases for its VoIP system into a single statechart-expressed domain model of its VoIP system, we have determined that a manual equivalent of the formal unification methods proposed by Glinz [5]; Whittle and Schumann [17]; and Harel, Kugler, and Pnueli [6] helps students create measurably higher quality domain models and ultimately to write measurably higher quality SRSs than in the past, but at a cost of 25% more work by the students and the teaching staff [15].
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