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ABSTRACT
Critiques of the quantity and quality of empirical evaluations in software engineering have existed for quite some time. However, such critiques are typically not empirically evaluated. This paper fills this gap by empirically analyzing papers published by ICSE, the prime research conference on Software Engineering. We present quantitative and qualitative results of a quasi-random experiment of empirical evaluations over the lifetime of the conference. Our quantitative results show the quantity of empirical evaluation has increased over 29 ICSE proceedings but we still have room to improve the soundness of empirical evaluations in ICSE proceedings. Our qualitative results point to specific areas of improvement in empirical evaluations.

Categories and Subject Descriptors
D.2.0 [Software Engineering]: Experimentation

General Terms
Measurement, Experimentation

Keywords
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1. INTRODUCTION
Empirical evaluation has received much attention in software engineering research in general, and in high profile software engineering conferences, such as the International Conference on Software Engineering (ICSE). This trend is based on critiques of the quantity of empirical evaluations in software engineering, as well as the soundness of empirical evaluations performed since the early days of software engineering research. This paper addresses both these issues. We present an empirical evaluation of peer-reviewed ICSE papers over the lifetime of ICSE.

Despite the 29 years of ICSE proceedings, empirically evaluated critiques of empirical evaluations are not seen. Keynote talks (e.g. [3]), panels (e.g. [24]) and workshops (e.g. [18]) support, instruct and debate empirical evaluations, but the results of such efforts are not yet known. This paper fills this gap by producing a first-time look at the evolution and growth of empirical evaluations within ICSE.

External to ICSE, numerous recommendations regarding how empirical evaluations should be performed can be found [6], [8], [13], and a few empirically evaluated critiques have also been performed [14][27]. These empirically evaluated critiques suggest that the percentage of papers containing empirical evaluations in software engineering journals and conferences is smaller than it should be. General opinion strongly suggests the same idea [8]. We sample ICSE proceedings, as the prime research conference in software engineering, to direct improvement efforts in software engineering empirical evaluation.

Given the context of our study we proceed as follows. Section 2 presents background work and Section 3 presents the hypotheses of our study. Section 4 presents our experimental design via a discussion of the materials and procedure. Section 5 presents our results with some analysis. Section 6 focuses on analysis as it pertains to our hypotheses. Section 6 also discusses the highlights and lowlights of our results. Section 7 addresses the validity of our study and Section 9 concludes this paper.

2. BACKGROUND WORK
We present an overview of opinions on and recommendations for conducting empirical evaluations to motivate the selection of our evaluation criteria. First is the work of Basili [1][2][3][4][5]. Basili discusses the developing bodies of knowledge via an iterative model building, prediction, hypothesis testing, observation and analysis. [1][2][3][4][5] “Experimentation alone is of no value if there is no underlying framework where results can be interpreted.” [2]. Concerning replication, Basili notes that the same experiment run twice can yield different results because of the people involved. Thus, the importance of replicated studies is clear. “Experimental planning should have a horizon beyond a first experiment” [1]. “An analysis of several replicated projects can generate stronger statistical confidence in the conclusions” [2]. “We can ask if studies have been replicated under similar or differing conditions” [3]. “Too many studies tend to be isolated and are not replicated, either by the same researcher or by others” [4][5]. Given that these comments have been published in highly recognized journals for almost 20 years, it is remarkable that our results show a complete absence of replicated studies in our sample.
Second, we examine the work of Perry et al. [18], who begin by saying the problem with empirical studies is not in the details, but rather in the goals of those studies. Still, much of the paper specifies what a study should contain (i.e. details). Perry et al. identify components of an empirical study as the research context, hypotheses, experimental design, threats to validity, data analysis and preparation and results and conclusions. They highlight the lack of hypotheses in empirical studies, and claim that we need to create better studies and draw more credible conclusions from them. Like Basili, Perry et al. refer to building a body of knowledge from empirical work. Given the strong emphasis on hypotheses in this work, it is interesting to note that further work [17], does not place as much weight on hypotheses.

A mini-tutorial by Shaw is regarding writing good research papers, which includes a component of “critiquing the lack of rigour in experimental software engineering” [21]. This work highlights the varying levels at which evaluation can occur and the ambiguity in defining these levels. The results for empirical evaluations were based on reading abstracts of the 2002 ICSE proceedings and in general, provide a more negative outlook on empirical studies than our results. Like Basili and Perry et al., Shaw emphasizes the importance of clarifying and explaining details of an empirical study.

A fourth prominent publication regarding empirical studies is the “Preliminary Guidelines for Empirical Research in Software Engineering” [13]. This paper provides explicit steps for the improvement of individual empirical studies to perform high quality meta-analysis. The experimental context, design, conduct, analysis, presentation of results and interpretation of results are all in need of improvement. For example, hypotheses should be made explicit as should a clear research question. Research related to the current study should be defined to evolve a body of knowledge in the given area. Biases should be reported for any work that is self-evaluated and the population to which the study applies should be made explicit [13].

Lastly, there are numerous evaluations of empirical studies in software engineering, that extend beyond ICSE proceedings. In [11] we see that the state of replication, theory revision and development of empirical software engineering methods is not as good as we might hope. The paper reviews content from the Journal of Empirical Software Engineering, over 6 years. Results indicate that a body of knowledge is difficult to define given a large spectrum of topics covered by empirical research [11]. Similar to [13], self-evaluations dominate empirical studies, and are considered to be “scientifically fraught”. The paper summarizes concerns for empirical software engineering by stating, “experience shows that concentrating the investigation on just one of understanding or evaluation and without independent evaluation, replication and theory revision, it is unlikely that a useful theory will result.” [11]”. In [20] a similar study is conducted for the Journal of Empirical Software Engineering. The results indicated an ambiguous definition of the idea of software engineering topics. In [10] topics, research approaches, research methods, reference disciplines and levels of analysis are examined for six software engineering research journals. The paper concludes that the topics of software engineering experiments are diverse, the research approach and method are narrow as is the reference discipline and the level of analysis is technical. In [22] 103 articles are examined from 9 journals and three conference proceedings, over 9 years. The authors of [22] found a low number of controlled experiments, few industry-based studies and a lack of consistent terminology.

When we examine such comprehensive reviews of empirical software engineering from such prominent researchers we see much repetition in the need to develop a body of knowledge, conduct replicated studies, make explicit units of analysis, research questions and hypotheses, and clearly specify the population to which the study applies. However, given the numerous clear and repeated messages of [1-5][10-12][15-17] [23][26], which date back almost 20 years and provide results that date even further in history, we must ask ourselves, at what point will the message become clear?

We use a summary of the lessons learned from these prominent participants in software engineering empirical evaluation to establish the criteria by which we evaluate empirical studies. These criteria are defined in Section 4.2 and help to resolve the hypotheses we discuss below.

3. HYPOTHESES
We present two hypotheses each to be supported or refuted by our analysis. The first hypothesis concerns the volume of empirical work performed over the lifetime of ICSE. The second concerns the soundness of the empirical work performed. Our research hypotheses are labeled $H_{11}$ and $H_{12}$. Their respective null hypotheses are labeled $H_01$ and $H_02$.

$H_{11}$: The quantity of empirical evaluations performed has increased over 29 years of ICSE proceedings.

$H_01$: The quantity of empirical evaluations has not increased over 29 years of ICSE proceedings.

$H_{12}$: The soundness of empirical evaluations has improved over 29 years of ICSE proceedings.

$H_02$: The soundness of empirical evaluations has not improved over 29 years of ICSE proceedings.

Based on [4][11][13][18][26], we defined an empirical evaluation as being sound if it:

1. Makes clear four parameters: **Study Type**, **Sampling Type**, **Target and Used Population**, and **Evaluation Type**.

2. Implemnts legal (proper) use of a method of analysis depending on the scales of measurement.

3. Where appropriate, has well-defined hypotheses.

We define the following terms in Section 4.2: **Study Type**, **Sampling Type**, **Target and Used Population**, and **Evaluation Type**, **Scale**, **Method of Analysis**, and **Hypotheses**.

In order to statistically evaluate our hypotheses, we compare early years of ICSE proceedings with later years. We divide our sample into two populations, the early years of ICSE up to and including 1990, and the later years of ICSE because we believe this is approximately when the push for empirical research gained momentum. It is also approximately the halfway point for ICSE, thus far. For our first research hypothesis, regarding the quantity of empirical evaluations in ICSE proceedings, we use a two sample test, [15]. The results from years 1975-1990 constitute the first sample population and the results from years 1991-2005 constitute the second sample population.
4. EXPERIMENTAL DESIGN

We outline the design of our experiment via a discussion of the materials and procedure used. For this study, the Study Type used is a quasi-random experiment, the Sampling Type is stratified random sampling, the Target Population is all peer-reviewed ICSE publications, the Used Population is peer-reviewed ICSE publications and the Evaluation Type is independent evaluation.

4.1 Materials

We randomly sampled ICSE publications across the 29 years of proceedings. The population from which the sample was drawn was peer-reviewed technical papers and experience reports over 6 pages in length. We did not include invited talks, panels, workshops or tutorials in the population. Our population size was 1227 papers. From this population we randomly drew 63 papers for our sample: just over 5% of the entire population. We used Java’s random number generator to generate ID numbers corresponding to the papers. To ensure distribution across the 29 years, we grouped the proceedings into nine clusters of three year periods and randomly generated seven ID numbers within each cluster. We chose nine clusters of 3 years each because of basic mathematics. Cluster 1 groups ICSE proceedings 2005, 2004, and 2003, and we continue in this fashion to cluster nine, which groups ICSE proceedings 1978, 1976 and 1975 (there were no proceedings for 1977). This is a stratified random sample.

4.2 Procedure

We examined each paper to determine first if it contained an empirical evaluation component and second to determine if the empirical evaluation was sound. As per Section 2, we defined a sound evaluation as one that clarifies four parameters, states hypotheses where appropriate and performs legal analysis on the data collected. We define the four parameters now.

Study Type is the method of the empirical evaluation and can be any of a controlled experiment, a quasi experiment, a case study, an exploratory case study, an experience report, meta-analysis, an example application, a survey or a discussion. Table 1 defines each of these as found in the literature.

Sampling Type is the method by which the sample was chosen. The sampling can be any of simple random, stratified random, multi-stage random, non-random convenience, non-random self-selected, non-random investigator selected, non-random quota, non-random snowball, non-random purposeful or non-random critical case. Table 2 defines each of these as per literature.
In addition, we examined the papers for a ‘yes’ or ‘no’ answer to the question, are the hypotheses clearly stated? We also examined the papers for blatant illegal analysis on metrics. A prime example of this is calculating the mean on data from a Likert scale. Thirdly we determined if the evaluation contained any replication or was a replicated study. Lastly, we determined if the study reported primarily positive or negative results.

Our analysis using these measures was replicated internally. The first author evaluated all papers and the other authors validated this analysis by blindly evaluating 6 papers each, which were randomly assigned. This was an independent evaluation.

5. RESULTS
We provide results for the entire sample, then results for each cluster to show the improvement or decline of these results over the lifetime of ICSE. The Study Type, Sampling Type, Target and Used Population, and Evaluation Type, were evaluated from two perspectives: first from what the authors stated in their respective papers, and second from our perspective. Our perspective judged the four parameters based on the definitions provided in Section 3. When the paper did not provide enough information to state or infer the definition of each of the four parameters, the parameter was labeled Undefined (UD). If there was no evaluation component, the paper was listed as Not-Applicable (N/A). For all figures used in the results, the legend is as follows. AS means “Author Selected” and represents the values for the parameter from the author perspective. IS means “Investigator Selected” and represents the values for the given parameter from our perspective. No meta reviews were identified in any of the papers sampled.

5.1 Non-Applicable over Total
Of the 63 papers examined, 19 of them contained no evaluation component whatsoever. That is, 70% of the sample contained some form of evaluation.

5.2 Parameter Counts over Total
Of the 44 papers with some form of evaluation, we present the number of papers fulfilling each value for the parameters found in Tables 1 and 2 and for the values for Target and Used Population and Evaluation Type as described in Section 3.2. Figures 1 to 4 show the count for these values, under each parameter, across the lifetime of ICSE. We discuss each parameter separately. For the Author Selected perspective, the total count does not always equal 44 (e.g. Sampling Type). The remaining papers we marked as Undefined by the author. Sums from the Investigator perspective total 44.

Firstly, Experience Reports were the most common type of study performed, regardless of author or investigator perspective. Nine of the papers were author-claimed experience reports, and our analysis added 2 more to that group. Thus a quarter of ICSE papers containing evaluation components are experience reports. According to the authors, case studies were the next most frequently occurring evaluation. From our perspective, the term case study was frequently used improperly. Case studies lacked hypotheses, and/or a real world case. We found exploratory studies to be a better term for three studies claiming to be case studies. In total we found 6 exploratory studies.

<table>
<thead>
<tr>
<th>Table 2: Sampling Types</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simple Random</strong></td>
</tr>
<tr>
<td>Permissions generalization from sample to the population it represents [16]</td>
</tr>
<tr>
<td><strong>Stratified Random</strong></td>
</tr>
<tr>
<td>The population is divided into a number of parts according to some characteristic. Increases confidence in making generalizations to particular subgroups.</td>
</tr>
<tr>
<td><strong>Non-Random Convenience</strong></td>
</tr>
<tr>
<td>Doing what is fast and convenient. On-the-spot decisions about sampling to take advantage of new opportunities during actual data collection [16].</td>
</tr>
<tr>
<td><strong>Non-Random Self-Selected</strong></td>
</tr>
<tr>
<td>Respondents decide they would like to participate in the experiment/case study/survey.</td>
</tr>
<tr>
<td><strong>Non-Random Investigator Selected</strong></td>
</tr>
<tr>
<td>The investigator selects the sample.</td>
</tr>
<tr>
<td><strong>Non-Random Quota</strong></td>
</tr>
<tr>
<td>Population is segmented into sub-groups, like stratified sampling. Then judgment is used to select the subjects or units from each segment based on a specified portion.</td>
</tr>
<tr>
<td><strong>Non-Random Snowball</strong></td>
</tr>
<tr>
<td>Identify cases of interest from sampling people who know people who know what cases are information rich, that is, good examples for study.[16]</td>
</tr>
<tr>
<td><strong>Non-Random Purposeful</strong></td>
</tr>
<tr>
<td>Select information-rich cases strategically and purposeful; specific type and number of cases selected depends on study purpose and resources [16].</td>
</tr>
<tr>
<td><strong>Non-Random Critical Case</strong></td>
</tr>
<tr>
<td>Permits logical generalization and maximum application of information to other cases because if it's true of this one case, Its likely to be true of all other cases [16].</td>
</tr>
</tbody>
</table>

While no controlled studies existed at all, we found 11 quasi studies, twice more than the authors clarified. The authors had a tendency to write merely that they had empirically validated or evaluated their work. They did not give their study a specific type. This initially seems like a small issue. However, much of the literature criticizes empirical studies for not communicating enough information about the published study so that it can be replicated [21]. Communicating the Study Type is clearly an important factor in replicating a study, thus we consider merely stating ‘empirically validated’ to be an insufficient description. We found significantly more agreement between the two perspectives for Evaluation Type, Population Type and Sampling Type, as shown in Figure 5. There was only one disagreement on Sampling Type and no disagreement on Target and Used Population, between Author Selected and Investigator Selected perspectives. Authors were more able to define their Sampling Type, Target and Used Population and Evaluation Type.
We found 5 studies were defined as a Discussion. This means they used primarily textual discussions to serve as the evaluation component of the paper. One study discussed the advantages and disadvantages of the presented concept. Another study compared the presented tool with 2 other similar tools. The other 3 studies provided a general discussion of the presented concept. We address Discussions in Section 6.2 in the context of varying types of evaluation methods. We found six papers that used an example as an evaluation. We address this in Section 6.2 also.

When we examined the type of sampling performed it became clear that a large number of the papers sampled (30 (68%) from the author perspective and 34 (77%) from the investigator perspective) were selected by the investigator of the study. This is well over two-thirds the papers containing an evaluation component. The remaining papers were evenly divided between convenience sampling and purposeful sampling, from both the author and the investigator perspectives. It is very interesting to observe that our random sample found no evaluations using random sampling of any kind. Investigator sampling is one of the weakest forms of sampling because it introduces an immediate bias into the study [16]. It is a type of convenience sampling but given the potentially high costs of empirical studies, researchers may be forced to work with what resources are available to them. Still, the imbalance in the sampling types is surprisingly large. Considering that empirical experimentation dictates that “only truly randomized tightly controlled prospective studies provide even an opportunity for cause-and-effect statements” [25], the majority of conclusions of the analyzed studies is only weakly supported.

The Target and Used population parameter highlights a positive point regarding the use of industry participants in studies. Half of the studies contained industry-related used populations in their study, both from the author perspective (23 out of 44) and the investigator perspective (24 out of 44). Given the time and resources often required to conduct industry-based empirical studies, we see this as a strength of empirical studies in ICSE proceedings. Such a number also shows that industry participants are also willing to support academic research, which is a positive step for empirical research. These results align with those presented in [11] regarding industrial data.

The opposite perspective of this is that half of the studies we examined did not have a target population matching their used population. If a non-industry population is used to conduct a study, the rules of statistics do not allow generalizing to an industry population. The situation intensifies when we recognize that in 10 of the studies the authors did not provide a clear enough definition of the population. From an investigator standpoint, we have 20 of 44 studies where the Target population does not match the Used population. Lastly, the Evaluation Type yields disappointing results. All but one evaluation was self-confirmatory. We address this further in Section 6.

### 5.3 Perspective Comparison

The results from Figures 1 to 4 show investigator and author perspectives of the sampled papers. It is hoped that as empirical software engineering matured, our ability to report on empirical studies aligned more with available guidelines for conducting empirical studies. We present our perspective as a summary of guidelines for empirical software engineering (and validate this in Section 7). Figure 5 shows the absolute count for each parameter over the lifetime of ICSE representing how many times our assessment agreed with the author’s claims.
From this figure two points are clear. Firstly, there is a significant lack of definition on the authors’ part concerning the type of study they performed. This is shown by the AS = UD (Undefined) bar for Study Type in Figure 5. Almost half (18 of 44 studies) with an evaluation component lacked an explanation as to the type of evaluation they performed. Again, this makes replication of studies extremely difficult. It also leads us to question the extent to which the author understood exactly what was being evaluated and the validity of the results of the studies.

The second point represented in Figure 5 is the number of papers with an “incorrectly named” evaluation component. That is, we disagreed on the type of study actually presented by the authors 5 times. This is shown by the AS != IS bar for Study Type in Figure 5. For example, what one author called a case study, was in fact an experience report. This lack of agreement suggests we as a community do not agree on definitions of various empirical evaluations. There is a lack of consistent study type definitions in ICSE proceedings, despite published taxonomies such as [27].

### 5.4 First fifteen years vs. recent fifteen years

From the 63 papers examined and the 19 that contained no evaluation component, we now show the distribution of these papers across the 9 clusters. Figure 6 shows the number of papers per cluster with an evaluation component, of the seven papers sampled, per cluster. Over the lifetime of ICSE we see an increase in the number of papers published with an evaluation component. Statistically, we use a two sample z-test [15]. Our data is discrete but because we have a large sample size we are able to use a standard normal distribution [15].

Given a $z^*$ value of 1.96 and a level of significance of .05, using a standard normal distribution [15] we calculate a very low probability of a Type I error (.0256). Thus we reject the null hypothesis that $p_2 = p_1$. This strongly suggests that empirical evaluation is becoming more common. Overall, this can be seen as a maturing of the field.

#### Counts and Perspective per Cluster

Table 3 We now examine the trends for the type of studies that have been published over the lifetime of ICSE. Table 3 shows the results from the author perspective and the investigator perspective, respectively. We know from Figure 1 that there is little agreement over the study types when taken as one large group. We therefore examine the results by cluster. Here, ideally we would see increasing similarity between the author and investigatory perspective as we move to the right of Table 3. This would mean that over the years the papers with an evaluation component were improving in consistency in defining the type of study. Without seeing increased similarity between the two graphs as we increase in years, we must acknowledge that the study type does not improve in its consistency of definition.

From both an author and an investigator perspective we see continued presence of experience reports across the years. From the investigator perspective we see a slight increase in the number of exploratory case studies, but this is not represented by the author’s perspective. Our results also show a slight increase in the number of quasi controlled studies over the lifetime of ICSE, from the investigator perspective but this is also not recognized by the authors. This gives further credit to the idea that, as a community, we do not know exactly what types of studies we are publishing. In fact, when examining the author’s perspective alone, we see little improvement in any area, as we increase in years. No Study Type recognizes improvements in frequency and no real pattern exists across the years, except for the presence of experience reports. In general from Table 3 we see little consistency in what we are publishing. We have not improved in presenting our type of evaluation.
Table 3: Study Type Trends, Author and Investigator Selected

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AS</td>
<td>IS</td>
<td>AS</td>
<td>IS</td>
<td>AS</td>
<td>IS</td>
<td>AS</td>
<td>IS</td>
<td>AS</td>
</tr>
<tr>
<td>Case Study</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Controlled</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Discussion</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Example Application</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Experience Report</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Exploratory Case Study</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Meta-Analysis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pseudo Controlled</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Surveys/Interview</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Totals</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 7: Number of Successes for Soundness Parameters. Left side for 1975-1990, Right side for 1991-2005

When we compare the two populations we see some improvement from the early years of ICSE to the later years. Figure 7 shows the number of successes for each parameter of soundness for the years 1975-1990 in comparison to the years 1991-2005. A success in soundness is denoted by an agreement between the author perspective and the investigator perspective. A Chi-squared goodness of fit test would be suitable here to statistically validate the extent to which the soundness is improving, but our sample size is too small for such a test [15]. From Figure 7 we see the number of successes improves slightly over the lifetime of ICSE, but we also note that the number of undefined parameters also increased. Figure 7 shows little improvement from the earlier years of ICSE to the later years, thus we have mixed feedback regarding soundness improvements over the lifetime of ICSE.
5.5 Hypotheses, Replication, Results, Analysis

We discuss hypotheses, replication, positive results and properly used analysis techniques in the context of the entire sample because there are no trends to report. Firstly, except for one study in our random sample, none of the examined studies contained hypotheses clearly stated. Secondly, none of the studies were replicated studies. Thirdly, except for one study, none of the examined studies reported primarily negative results. Lastly, all but one of the studies performed legal analysis on the provided data. The exception calculated the mean on ordinal data. We find these results quite astounding. Hypotheses are given much importance in textbooks [26][12], and in recommendations on empirical studies [18].

Given the severe absence of hypotheses formulation in our results, we propose three possible explanations. First, people conducting studies simply do not know that they should formulate hypotheses. A second possible explanation is that they feel their study is less formal than studies that require hypotheses. They potentially believe that stating a hypothesis requires the study to be more formal than it is. The last possible explanation is that those conducting the studies believe the formulation of informal hypotheses to be sufficient. We did not find any papers that formulated null and alternative hypotheses in a formal way.1

The absence of replicated studies contradicts the notion of accumulating a body of knowledge based on empirical evidence [6][18]. The absence of negative results (except once) questions the realism of the results we are producing (Is everything we do correct?) or the fairness of the conference review process (negative results do not make it through review processes).

6. ANALYSIS

In light of the quantitative results, we discuss our hypotheses, and lowlights and highlights of the results.

6.1 Evaluating the Hypotheses

We presented two hypotheses in Section 2. The hypothesis that the quantity of empirical evaluation performed has increased over 29 years of ICSE proceedings is supported by our descriptive and statistical results. Figure 6 shows the number of papers containing an evaluation component per cluster and we show a statistically significant improvement in the quantity of empirical evaluations over the lifetime of ICSE. Thus, we have rejected our first null hypothesis. This seems to be consistent with the observations in [18], [19] and [11] regarding growing awareness about empirical studies in software engineering.

Our second hypothesis, that the soundness of empirical evaluations performed has improved over 29 years of ICSE proceedings, cannot be statistically rejected at this time. From a descriptive standpoint, however, we see little improvement in the soundness of empirical evaluations, and thus qualitatively do not reject the second null hypothesis. Figure 5 shows results for the entire sample and shows undefined Study Type, Sampling Type, Target and Used Population and Evaluation type. This acknowledges the soundness of some studies can be improved. It also highlights some of systemic problems of the studies (such as lack of hypotheses) and of the state of the empirical practice in general (e.g. lack of replicated studies).

Table 3 focuses on study type over the lifetime of ICSE. We do not see increased agreement between author perspective and investigator perspective over the 29 years. This shows a lack of improvement in soundness in defining the study type. Figure 7 does not show a great deal of improvement over the lifetime of ICSE in terms of the number of successes, especially when one factors in the reduced number of N/A papers in the later years. This is a reasonable explanation for the higher number of successes in the second population and speaks to the quantity improving but not to the soundness improving. We emphasize though, that the number of successes for Sampling Type, Population Type, and Evaluation Type is better than the number of successes for Study Type. Given these results and existing background work that highlights inconsistent use of terminology in empirical studies, [10][20][22], it is difficult to specify study type definitively. This problem becomes even more apparent when we discuss the lowlights of our study results in Section 6.2. The outcome for our second hypothesis is not promising.

Our second requirement for sound empirical evaluation is that the evaluation performs legal analysis on scales of measurement. In this respect, our results are highly positive with only one occurrence of illegal analysis. The last requirement that appropriate hypotheses are well-defined, is not at all supported by our results. Given that the first and third requirements for soundness in empirical evaluations are not supported by our results over the lifetime of ICSE, we are forced to reject our second null hypothesis. Thus the soundness of empirical evaluation has not improved over 29 years of ICSE proceedings.

6.2 Lowlights

The rejection of the second hypothesis is addressed by four lowlights of empirical evaluation in ICSE, as per our sample. Firstly, our sample indicated a large misuse of the term case study. A case study answers a how or why question, is based on a research question and has data that links back to its research questions [26]. A case study is distinguished from an exploratory case study in that a case study has propositions (or hypotheses), a research question and has data that links back to its research question and has data that links back to its research questions [26]. A case study is distinguished from an exploratory case study in that a case study has propositions (or hypotheses), an exploratory case study does not. A case study also occurs in a real world situation [26]. One concern, however, is that recommendations of how to perform empirical evaluations are giving mixed messages. Among ICSE published recommendations, hypotheses are given varying amounts of importance [1][18][17]. We include hypotheses here as a key role in a case study, as per [26], but also consider the extent to which the case studies contained an upfront research question, data linked back to a research question, and a real world situation. We recommend a consistent prescription and use of case studies especially versus exploratory case studies and experience reports.

Secondly, as shown in Figure 4, we see an extreme use of self-confirmatory studies. The pressure to publish new work, [21][5], is potentially an explanation for the gross self-confirmation bias in our results. This is highly ironic, given that a replicated study, seemingly not new, would be a new contribution to ICSE. Support for replicated studies is ubiquitous [11][4][5][19][13].
The third lowlight our results indicate is a misuse of the notion of an example. It has become clear that an example is still considered to be a type of validation [21]. We found phrases such as, “We validate our model with an example.” We do not discourage the use of examples to clarify concepts. We discourage exploiting examples as evaluation.

Lastly, a Discussion also has a role in evaluation. Its current role is equal to that of a detailed case study or a quasi study. We recommend a distinction between empirical evaluation and some other term (e.g. empirical discussion, empirical critique).

6.3 Highlights

Despite a seemingly bleak outlook on empirical evaluation in ICSE, our results highlight three points. Firstly, we have leaders in empirical evaluation who are examples of the soundness in evaluation that we can achieve. Researchers such as Basili, Briand, Jeffery, Kitchenham, Perry, Pfleeger, and Tichy participate in panels and keynote talks and continue to publish excellent work from which we can learn and establish benchmarks for empirical evaluation in ICSE. Secondly, our results do not show significant illegal use of analysis on scales of measurement, indicating that we as a community have already established some benchmarks and that the peer-review process of ICSE is a good one. Lastly, we cannot underestimate the increase in the number of empirical evaluations over the years. As a community we realize the importance of evaluation and are taking steps to accomplish it. Should this maturing trend continue, with increased knowledge of empirical evaluations from leaders of the community, there is little reason to believe the current state of empirical evaluations will not improve.

7. VALIDITY

We discuss the construct, internal and external validity of our study. We worked with a bias towards empirical studies, so if anything, our results are a positive reflection of the state of empirical studies in ICSE proceedings. We impacted our study by our interpretations of what the authors wrote in their paper. The potential for us to have misinterpreted something is mitigated by our internal replication.

7.1 Construct Validity

We acknowledge that our study works with the definition of a sound empirical study. We thus justify our definition of sound. In doing so we also justify the definitions of the four parameters we created. We compared publications on empirical studies from prominent researchers in empirical studies, to determine pertinent issues. The publications present recommendations for what an empirical study should contain. We noticed overlap among five publications and chose new names for each parameter for our review. Table 4 presents the recommendations from the literature and our version of the recommendations. Given that the authors of these publications are extremely well referenced (specifically in empirical evaluation), we believe this is a reasonable justification for our definition of soundness.

7.2 Internal Validity

To ensure we were consistent in defining a paper as a specific type we performed internal replication. We performed internal replication on 12 papers from the sample population. The results from the replicated study match those of the initial study showing a high likelihood that our results are internally valid.

Table 4: Construct Validity on Parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Study Type</td>
<td>Research questions</td>
<td>Research Context; Experimental Design</td>
<td>“I3: Define the type of study.”</td>
<td>Object of Study &amp; Purpose</td>
<td>“wide ranges of empirical methods”</td>
</tr>
<tr>
<td>Sampling Type</td>
<td>Logic linking data, replication logic</td>
<td>Experimental Design; Threats to Validity</td>
<td>“D2: Define the process by which subjects and objects were selected.”</td>
<td>Context of the Study</td>
<td>“students were the more common source of data.”</td>
</tr>
<tr>
<td>Population Type</td>
<td>Criteria to interpret findings, replication logic</td>
<td>Experimental Design; Threats to Validity</td>
<td>“D1: Identify the population from which the subjects and objects are drawn.”</td>
<td>“findings sometimes generalized to a population different from the sample.”</td>
<td>“The balance … using industrial data [and] student data was very even.”</td>
</tr>
<tr>
<td>Evaluation Type</td>
<td>Criteria to interpret findings</td>
<td>Experimental Design; Threats to Validity</td>
<td>“D8: make explicit any vested interests and report what you have done to minimize bias.”</td>
<td>Point of View</td>
<td>“evaluations carried out by the inventor of the theory, which is scientifically fraught.”</td>
</tr>
<tr>
<td>Hypotheses</td>
<td>Propositions</td>
<td>Hypotheses</td>
<td>“C2: … state [the hypothesis] clearly prior to performing the study”</td>
<td>Use GQM to evaluate appropriateness of a hypothesis</td>
<td>“too little attention … to justification for the hypotheses”</td>
</tr>
<tr>
<td>Legal Analysis</td>
<td>Logic linking data</td>
<td>Data Analysis</td>
<td>“D4: Restrict yourself to simple study designs”</td>
<td>“measurements not always appropriate to goals of experiment”</td>
<td>“only implicit references to theory.”</td>
</tr>
</tbody>
</table>
7.3 External Validity
The extent to which our study is generalizable to the population of all ICSE papers depends upon our sample size and external replication. Our sample size was over 5% of the entire population which was sufficient for statistical conclusions for our first hypothesis with a 95% confidence interval, and we believe, sufficient for the qualitative conclusions we make for our second hypothesis. The sample was drawn randomly. Replication beyond ICSE (e.g. to journal publications, where empirical evaluations are likely more prevalent) is future work.

8. CONCLUSIONS
We have provided empirically validated results of two research hypotheses regarding the current state of empirical evaluations in ICSE papers. We accept our first research hypothesis, that the quantity of empirical evaluations performed has increased over 29 years of ICSE proceedings. We reject our second research hypothesis and accept the null hypothesis, that the soundness of empirical evaluations has not improved over 29 years of ICSE proceedings. In terms of the first hypothesis, we report $p_1 = 0.571$ and $p_2 = 0.8$ showing the proportion of papers with an evaluation component is larger in more recent years than in earlier years of the proceedings of ICSE. We have a clear indication of an increase in the amount of empirical evaluations in ICSE. In terms of the second hypothesis, we see little consistent definition of the type of studies being performed and the lack of improvement in self-confirmatory studies strongly suggests that the soundness of empirical work has not improved. Additionally we see extremely little hypothesis specification. We are forced to reject our second research hypothesis and accept its null hypothesis. This paper presented a quasi-random experiment with quantitative and qualitative results to indicate the current weaknesses of empirical studies in ICSE. It was our intent to focus on issues in a specific community to focus improvement efforts in software engineering empirical evaluation.
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