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ABSTRACT
Mining of software repositories has become an active research area. However, most past research considered any change to software as beneficial. This thesis will show how we can benefit from a classification into good and bad changes. The knowledge of bad changes will improve defect prediction and localization. Furthermore, we will describe how to learn project-specific error patterns that will help reducing future errors.

Categories and Subject Descriptors
D.2.7 [Software Engineering]: Distribution, Maintenance, and Enhancement—corrections, version control, reverse engineering; D.2.8 [Metrics]: Complexity measures, Process metrics, Product metrics

General Terms
Management, Measurement, Reliability

1. INTRODUCTION

The only real mistake is the one from which we learn nothing.
—John Powell

Nowadays, software development produces a huge amount of information: changes to source code are recorded in version archives, bugs are reported to problem databases, and development is discussed in mailing lists and newsgroups. Recently, a new research area called mining software repositories has emerged. It showed that historical data is a valuable asset when it comes to understanding change tasks [4], guiding programmers [23, 19], and identifying logical coupling [7] of huge software systems.

The common theme of research in this area are changes to source code. A change can be caused by anything: a new feature, refactoring, or a bug fix. Furthermore any change has impact on a system: it can introduce or correct defects [1] or it can cause test cases to fail or pass. However, most existing research did not take this quality of changes into account: all changes were considered good.

Figure 1: Data that is available for projects.

This thesis will leverage the quality aspect of changes. It will first develop ways to assess changes with respect to defects and test cases. Next it will show the benefits of this classification into good and bad changes. For instance, the knowledge of bad changes will improve defect prediction and localization. Furthermore, it will describe how to learn project-specific error patterns that will help reducing future errors.

The underlying research hypothesis is as follows: When mining software repositories, we can leverage the knowledge of (past) bad changes for defect localization, defect prediction, and for finding error patterns—in short, “learning from mistakes”.

2. LEARNING FROM MISTAKES

We use the term defect to refer to an error in the source code, and the term failure to refer to an observable error in the program behavior.
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Token type | For what? | What is captured?
--- | --- | ---
Modifier | modifier | public, private, final, ...
Call | method call | method name and signature
Name | variable usage | variable name
Type | variable usage | variable type
Throws | method declaration | thrown exception
Throw | throw statement | thrown exception
Catch | catch expression | caught exception
Keyword | keywords | if, for, while, ...
Extends | type declaration | extended type
Implements | type declaration | implemented type
Import | import statement | imported class/package

Table 1: Different kinds of tokens

![Figure 2: Comparing two revisions r₁ and r₂ of a file](image)

2.1 Recording Changes

Previous research focused on the **location** of a change—such as files [2], classes [3, 7], or methods [21]—and on properties of changes—such as number of lines changed, developers, or whether a change is a fix [12].

In this thesis, we will additionally investigate changes at the level of **tokens**. A token represents some syntactic content of an element. As Table 1 shows, we distinguish between different kinds of tokens: for methods, we capture method calls, variable usages, and exception handling; for classes, we capture inheritance relations; for compilation units, we capture imported classes.

Using tokens, it is straightforward to compute fine-grained changes between two revisions r₁ and r₂ (see Figure 2). First, we represent each element of revision r₁ as a multiset of tokens; we do the same for the elements of revision r₂. Finally, we compare the multisets of matching elements. As a result we get differences such as in method b()) one call to method foo() was deleted and one call to method bar() was inserted. Other possible changes that we can detect are “two usages of String variables were deleted” and “one throw statement for EmptyStackException was added”.

The usage of tokens is motivated by the research of Li and Zhou who inferred implicit programming rules based on method call and variable type tokens. They identified several violations of these rules which turned out to be defects [9].

2.2 Classification of Changes

In addition tokens that represent changes, this thesis will leverage the **nature** of a change, i.e., the reason of a change and its impact on the software system. There are several, orthogonal ways to classify changes:

- **Adaptive, corrective, and perfective changes.** Mockus and Votta proposed a classification into three categories [11]:
  - changes that add new features (adaptive)
  - changes that correct defects (corrective), and
  - changes that restructure code to accommodate future changes which also includes refactoring (perfective).

Mockus and Votta also presented an algorithm to categorize changes based on their textual description. However, since the quality of these descriptions differs widely among projects, their algorithm is not always applicable.

Recent research concentrated on inferring links to problem databases such as BUGZILLA [4, 6] to gather additional information about corrective changes.

- **Fix-inducing changes.** In our previous work we defined the concept of fix-inducing changes [18]. A change δ₀ induces a fix δ₁ if one of the lines introduced by δ₀ is corrected later on by δ₁. Fix-inducing changes need not to correspond with the introduction of a defect, rather, they should be understood as an indicator for the stability of a change.

- **Test fail/pass-inducing changes.** Many software projects use regression tests in their build process. We classify changes with respect to their impact on such tests:
  - Changes that flip a test case from pass (✔) to fail (✘) are called test fail-inducing. In Figure 1 such a change occurs between builds N1008 and N1009 for test testA.
  - Changes that flip a test case from fail (✘) to pass (✔) are called test pass-inducing. In Figure 1 such a change occurs between builds N1009 and N1010 for test testC.

A change can be both test fail- and pass-inducing at the same time, but only for different test cases.

In practice most projects perform regression tests on a daily or weekly basis. Since many changes occur between the individual test runs, we need an additional analysis such as change impact analysis [16] or delta debugging [20] to identify those changes that actually affected the outcome of a test case. In the presence of continuous testing [17] we can do without such an analysis and identify test fail/pass-inducing changes directly from test outcomes.

2.3 Possible Applications

There are several possible applications that use tokenized changes and their classification.

- **Prediction.** When a change is fix-inducing, this indicates that is has been unstable. Therefore, we used the percentage of fix-inducing changes for a location to define the **risk of change**. The higher this risk for a location, the more likely a change in that location has to be fixed later on. Future risk of change can be either predicted from past risk, metrics, or a combination of source code tokens [22].

- **Post-release failures** are failures that are observed within the first six months after a release. Such failures are of particular interest for any commercial software project because they may harm the consumers’ trust in a product. This thesis will investigate whether tokenized changes predict post-release failures.
For the prediction part, we will additionally use the approach as precision, recall, and correlation, to assess the accuracy of our NASA Metrics Data Program contains software metrics and associated defect data at the method level for closed source projects.

We are confident that this will help to identify changes that are likely to cause failures.

Defect Localization. Method calls that are added simultaneously to source code form a pattern. We leveraged this observation to mine project-specific usage patterns and searched for their violations dynamically. With several new kinds of tokens and several classes of changes, we expect to get different and more specific patterns that locate defects more precisely.

Furthermore, we will train classifiers for test fail/pass-inducing changes and apply them to changes that are yet untested. We are confident that this will help to identify changes that are likely to cause failures.

2.4 Planned Evaluation

We will use open source projects for our evaluation, such as the ones listed in Table 2. These projects provide all necessary data, such as version archives, problem databases, test suites, and builds. Furthermore, they are of considerable size and developed by many programmers. For the evaluation we will split the project histories into a training and a testing phase and use standard measures, such as precision, recall, and correlation, to assess the accuracy of our approach.

For the prediction part, we will additionally use the NASA Metrics Data Program [13] to cross-check our results where possible. The NASA Metrics Data Program contains software metrics and associated defect data at the method level for closed source projects.

3. EXPECTED CONTRIBUTIONS

The contributions of this thesis will likely be the following:

A classification into good and bad changes.

“The addition of a call to the method handler() in line 42 caused a test case to fail and is bad.”

This classification will be with respect to defects and test cases and improve on existing ones [11] by focusing on the impact of a change rather than on its purpose.

A technique to mine project-specific error patterns.

“Constructing a BankTransaction object and calling begin() on this object without calling commit() leads to errors.”

This technique will be more general than existing static analysis approaches and statistical techniques [5] as it is not a-priori limited to a particular set of pattern templates. Furthermore, it will focus on project-specific rather than on application-specific error patterns. Previous research addressed errors in J2EE applications [15] and operating system code [8].

An improved prediction and localization of defects.

“The package com.foo.bar will cause most of the program’s post-release failures.”

Although software repository information has been used for defect prediction [14], no one leveraged the notion of bad changes so far. Our research will focus on how well the knowledge of bad changes enhances or performs against competing techniques.

“The class Broker contains a defect because a call to method commit() is missing.”

Additionally, we can use error patterns or classifiers to locate existing defects and to warn developers when they are likely introducing a new defect.
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