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We introduce a new class of systems based on the Nosé-Hoover equations. We show that we can add time-dependent terms without destroying the measure and energy conservation properties of the initial system. These “shakers” are typically pseudoperiodic in time, i.e. depend on a collection of harmonic oscillators. We show by numerical examples that it strengthens the sampling properties of the initial system with respect to the Gibbs measure, and helps the computation of averages in the canonical ensemble.

I. INTRODUCTION

Molecular simulations at constant temperature can be performed by using the Nosé extended-Lagrangian method\textsuperscript{12,13}, and its real-time formulation due to Hoover\textsuperscript{5}. These systems are continuous, preserve the canonical Boltzmann-Gibbs measure, conserve an energy, but suffer from a lack of ergodicity for small or stiff systems (see\textsuperscript{4,8,10,13}). To remedy this deficiency, Martyna, Klein and Tuckerman introduced the Nosé-Hoover chains (NHC) method where thermostats are added to the system\textsuperscript{10}. If this method effectively improves the sampling properties of the system in some cases (see\textsuperscript{6,10}), it still exhibits metastability or non ergodicity phenomenons for bad choices of the parameters (see the numerical examples below). Recently, a lot of progress has been made to generalize this method: see in particular the Gaussian Moment Thermostatting Method of Liu and Tuckermann, see\textsuperscript{9}, the Generalized Dynamical Thermostat Technique of Laird and Leimkuhler, see\textsuperscript{7} and the work of Branka et al.\textsuperscript{2}.

The aim of this paper is to show that we can introduce time-dependent terms in the Nosé-Hoover equation without destroying the measure and energy conservation. The role of these terms is to break the possible hidden invariants of the system, and to reinforce its chaotic behavior. We call them “shakers” as they are independent of the dynamics itself but preserve the advantage of the original Nosé-Hoover approach. We show that it is possible to adapt the existing algorithms to integrate these systems. By numerical examples, we show that the introduction of shakers improves the sampling properties of the systems, and make them produce correct distributions. Moreover, we note that this method is rather general and can be applied to other situations (in particular for microcanonical sampling).

In this paper, we consider a system of $N$ particles in a space of dimension $d$, of masses
positions \( q_i \in \mathbb{R}^d \) and impulses \( p_i \in \mathbb{R}^d \), \( i = 1, \ldots, N \) interacting in a potential \( V(q) \) at constant temperature \( T \), in the framework defined by Nosé and Hoover. We denote by \( q \) and \( p \) the vectors \( (q_i)^N_{i=1} \) and \( (p_i)^N_{i=1} \) respectively. The classical Nosé-Hoover equations are written

\[
\begin{align*}
\dot{q} &= M^{-1}p \\
\dot{p} &= -\partial_q V(q) - \lambda p \\
\dot{\lambda} &= \frac{1}{Q} (p^T M^{-1} \xi - N_f kT),
\end{align*}
\] (I.1)

where \( N_f = d \times N \) is the number of degrees of freedom of the system. Here, \( \partial_q V(q) \) is the \( N_f \)-dimensional vector with components \( \partial_q V(q) \). The matrix \( M \) is the diagonal matrix with coefficients \( m_i \). The constant \( k \) is the Boltzmann constant, and \( T \) denotes the temperature.

The number \( Q \) is a free parameter of the problem. It is well known that this system preserves the (extended) Boltzmann-Gibbs measure, see\(^{4,5,12}\),

\[
\exp \left( -\frac{1}{kT} \left( \frac{1}{2} p^T M^{-1} p + V(q) + \frac{Q \lambda^2}{2} \right) \right) dq \, dp \, d\lambda.
\] (I.2)

If we add the equation

\[
\dot{\xi} = \lambda
\] (I.3)

to the equations (I.1), we get the following system, written in matrix form:

\[
\begin{pmatrix}
\dot{q} \\
\dot{\xi} \\
\dot{p} \\
\dot{\lambda}
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & \text{Id} & 0 \\
0 & 0 & 0 & 1/Q \\
-\text{Id} & 0 & 0 & -p/Q \\
0 & -1/Q & p^T/Q & 0
\end{pmatrix}
\begin{pmatrix}
\partial_q V(q) \\
N_f kT \\
p \\
Q \lambda
\end{pmatrix}.
\] (I.4)

As the matrix in the right-hand side of (I.4) is skew-symmetric, we easily see that the system (I.1)-(II.1) conserves the energy

\[
H(q, \xi, p, \lambda) = \frac{1}{2} p^T M^{-1} p + V(q) + \frac{Q \lambda^2}{2} + N_f kT \xi.
\] (I.5)

For small or stiff systems, numerical examples indicate that the system (I.1) is in general not ergodic for the measure (I.2): see in particular\(^{4,8,10}\) and the numerical examples below.
II. DESCRIPTION OF THE METHOD

Let $A(t) = (A_{ij}(t))_{i,j=1}^{N_f}$ be a time dependent $N_f \times N_f$ matrix and $\alpha(t) = (\alpha_i(t))_{i=1}^{N_f}$ be a time dependent vector of size $N_f$. We consider the following equations:

$$\dot{q} = A(t)M^{-1}p + Q\alpha(t)\lambda$$
$$\dot{p} = -A(t)^T\partial_q V(q) - \lambda p$$
$$\dot{\lambda} = \frac{1}{\gamma} (p^TM^{-1}p - N_f kT) - \alpha(t)^T\partial_q V(q).$$

(II.1)

The case where $A(t) = 1d$ and $\alpha(t) = 0$ corresponds to the standard Nosé-Hoover equations. In the following, we assume that the applications $t \mapsto A(t)$ and $t \mapsto \alpha(t)$ are smooth (and in particular, “deterministic”), to ensure the local existence and uniqueness of a smooth solution to (II.1). The matrix $A(t)$ and the vector $\alpha(t)$ are called shakers, as they can change strongly the dynamics without breaking the original measure and energy conservation of the system as we now show: For a given $t_0 \in \mathbb{R}$ and $y_0 = (q_0, p_0, \lambda_0) \in \mathbb{R}^{N_f} \times \mathbb{R}^{N_f} \times \mathbb{R}$, we write $\Gamma(t, t_0, y_0) = (q(t), p(t), \lambda(t))$ the solution of (II.1) satisfying $q(t_0) = q_0$, $p(t_0) = p_0$ and $\lambda(t_0) = \lambda_0$. The main result is the following:

**Theorem II.1** The measure (I.2) is invariant by the flow $\Gamma(t, t_0, \cdot)$. Moreover, if we add the equation (I.3) to the system (II.1) the energy (I.5) is conserved along the solution of (I.3)-(II.1).

**Proof.** If we write the system (II.1) as $\dot{y} = F(t, y)$, we compute easily that

$$\forall t \in \mathbb{R}, \quad \forall y = (q, p, \lambda) \in \mathbb{R}^{N_f} \times \mathbb{R}^{N_f} \times \mathbb{R}, \quad \text{div}_y F(t, y) = -N_f \lambda.$$

Let $G(q, p, \lambda) = \frac{1}{2} p^T M^{-1} p + V(q) + \frac{1}{2} \lambda^2$. We have that

$$\forall t, \quad \forall y = (q, p, \lambda),$$

$$\text{div}_y (e^{-G(y)/kT} F(t, y)) = \frac{1}{kT} e^{-G(y)/kT} \left( -\nabla G(y)^T F(t, y) + kT \text{div}_y F(t, y) \right).$$

(II.2)

Besides

$$\nabla G(y) = \begin{pmatrix}
\partial_q V(q) \\
M^{-1} p \\
Q \lambda
\end{pmatrix}$$
and hence
\[\nabla G(y)^T F(t, y) = \partial_q V(q)^T A(t)M^{-1}p + Q\lambda \partial_q V(q)^T\alpha(t)
\]
\[-p^TM^{-T}A(t)^T\partial_q V(q) - \lambda p^TM^{-T}p + \lambda p^TM^{-1}p - \lambda N_f kT - Q\lambda(t)^T\partial_q V(q). \tag{II.3}\]
This yields (as $M^T = M$),
\[\nabla G(y)^T F(t, y) = -\lambda N_f kT\]
and thus we have the property:
\[\text{div}_y \left( e^{-G(y)/kT} F(t, y) \right) = 0.\]
For a given $t_0$, this implies that for all $t > t_0$, the application $y \mapsto \Gamma(t, t_0, y)$ preserves the measure $e^{-G(y)/kT} \, dy$ that is (I.2).
If we add the equation (I.3) to the equations (II.1), we get the system
\[
\begin{pmatrix}
\dot{q} \\
\dot{\xi} \\
\dot{p} \\
\dot{\lambda}
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & A(t) & \alpha(t) \\
0 & 0 & 0 & 1/Q \\
-A(t)^T & 0 & 0 & -p/Q \\
-\alpha(t)^T & -1/Q & p^T/Q & 0
\end{pmatrix}
\begin{pmatrix}
\partial_q V(q) \\
N_f kT \\
M^{-1}p \\
Q\lambda
\end{pmatrix}. \tag{II.4}
\]
As the matrix in the right-hand side is skew-symmetric for all time, the system (I.3)-(II.1) conserves the energy (I.5).

Note that this proof is equivalent to the application of the Non-Hamiltonian methodology developed in\cite{15}.

The choice of the matrix $A(t)$ and the vector $\alpha(t)$ can be arbitrary. A typical choice can be
\[\]
\[\]
\[A(t) = \text{Id} + \sum_{k=1}^K A_k \cos(\omega_k t) \quad \text{and} \quad \alpha(t) = \sum_{k=1}^K \alpha_k \cos(\beta_k t) \tag{II.5}\]
where $A_k, \alpha_k, K, \omega_k$ and $\beta_k$ are to be chosen ($A_k$ are $N_f$-dimensional matrices). Equivalently, we could also assume $A(t)$ and $\alpha(t)$ to depend on a collection of harmonic oscillators. We give some examples in the numerical experiments below. In order to expect good sampling properties, it is advisable to choose the collection $\Omega := (\omega_1, \ldots, \omega_K, \beta_1, \ldots, \beta_M)$ rationally independent to avoid resonances and KAM behavior (see\cite{3} for a similar case of study). The coefficients can also be randomly chosen at the beginning of the simulation.
Another practical possibility is to take a rotation matrix \( Q(t) = \exp(t\Omega) \) where \( \Omega \) is a skew-symmetric matrix, and to set

\[
A(t) = \text{Id} + Q(t), \quad \text{and} \quad \alpha(t) = Q(t)\alpha_0
\]

where \( \alpha_0 \) is a given vector (the vector \( \alpha_0 \) and the matrix \( \Omega \) can be determined randomly at the beginning of the simulations).

Note that (II.5) implies that

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T A(t)dt = \text{Id} \quad \text{and} \quad \lim_{T \to \infty} \frac{1}{T} \int_0^T \alpha(t)dt = 0,
\]

which means that the time-average of the vector field defining (II.1) is equal to the Nosé-Hoover vector field. In the same spirit, we could consider the more general system:

\[
\begin{align*}
\dot{q} &= A(t)M^{-1}p + Q\alpha(t)\lambda \\
\dot{p} &= -A(t)^T\partial_qV(q) - \gamma(t)\lambda p \\
\dot{\lambda} &= \frac{\gamma(t)}{\xi^2} (p^T M^{-1}p - N_j kT) - \alpha(t)^T\partial_qV(q).
\end{align*}
\]

where \( \gamma(t) \) is a function of the time. The same proof as in Theorem II.1 shows that (II.6) preserves the measure (I.2) and the energy (I.5). However, after a change of time \( ds = \gamma(t)dt \), we are back to (II.1) provided that \( \gamma(t) \neq 0 \). This assumption will be automatically satisfied if we assume \( \gamma(t) \) to be of the form \( \gamma(t) = 1 + \varepsilon \sum_{k=1}^{K} \gamma_k \cos(\sigma_k t) \) for sufficiently small \( \varepsilon \) and fixed numbers \( \gamma_k \) and \( \sigma_k \).
III. NUMERICAL APPROXIMATION

A standard method used to integrate the Nosé-Hoover equation is given by the following reversible scheme, which is an adaptation of the Verlet scheme (see\textsuperscript{4}):

\[
\begin{align*}
    p^{n+1/2} &= p^n - \frac{\Delta t}{2} (\partial_q V(q^n) + \lambda^n p^n) \\
    \lambda^{n+1/2} &= \lambda^n + \frac{\Delta t}{2Q} ((p^n)^T M^{-1} p^n - N_f k T) \\
    q^{n+1} &= q^n + \Delta t M^{-1} p^{n+1/2} \\
    \xi^{n+1} &= \xi^n + \Delta t \lambda^{n+1/2} \\
    p^{n+1} &= p^{n+1/2} - \Delta t \left( \partial_q V(q^{n+1}) + \lambda^{n+1} p^{n+1} \right) \\
    \lambda^{n+1} &= \lambda^{n+1/2} + \frac{\Delta t}{2Q} ((p^{n+1})^T M^{-1} p^{n+1} - N_f k T).
\end{align*}
\] (III.1)

This scheme admits the straightforward reversible extension to approximate the equations (II.1)-(I.3): Let \((q^n, \xi^n, p^n, \lambda^n)\) be given as approximation of the solution at the time \(t_n = t_0 + n \Delta t\), we define successively

\[
A^n = A((t_n + t_{n+1})/2) \quad \text{and} \quad a^n = a((t_n + t_{n+1})/2). \quad (III.2)
\]

and

\[
\begin{align*}
    p^{n+1/2} &= p^n - \frac{\Delta t}{2} ((A^n)^T \partial_q V(q^n) + \lambda^n p^n) \\
    \lambda^{n+1/2} &= \lambda^n + \frac{\Delta t}{2} \left( \frac{1}{Q} ((p^n)^T M^{-1} p^n - N_f k T) - (a^n)^T \partial_q V(q^n) \right) \\
    q^{n+1} &= q^n + \Delta t A^n M^{-1} p^{n+1/2} + Q a^n \lambda^{n+1/2} \\
    \xi^{n+1} &= \xi^n + \Delta t \lambda^{n+1/2} \\
    p^{n+1} &= p^{n+1/2} - \Delta t \left( (A^n)^T \partial_q V(q^{n+1}) + \lambda^{n+1} p^{n+1} \right) \\
    \lambda^{n+1} &= \lambda^{n+1/2} + \frac{\Delta t}{2} \left( \frac{1}{Q} ((p^{n+1})^T M^{-1} p^{n+1} - N_f k T) - (a^n)^T \partial_q V(q^{n+1}) \right).
\end{align*}
\] (III.3)

When \(A(t) = \text{Id} \) and \(a(t) = 0\), we recover the previous algorithm. This scheme is reversible and implicit.

In the case where \(a(t) = 0\) in (II.1), we can adapt all the existing reversible and explicit algorithms existing for the Nosé-Hoover equations (see e.g.\textsuperscript{1,6,11,14}). For instance, the following
scheme is an explicit and reversible adaptation of the leapfrog scheme presented in\textsuperscript{6}:

\begin{equation}
A^n = A((t_n + t_{n+1})/2) \tag{III.4}
\end{equation}

and

\begin{align*}
p^{n+1/2} &= p^n - \frac{\Delta t}{2} \left((A^n)^T \partial_q V(q^n) + \lambda^n p^{n+1/2}\right) \\
n^{n+1} &= q^n + (\Delta t) A^n M^{-1} p^{n+1/2} \\
\lambda^{n+1} &= \lambda^n + \frac{\Delta t}{Q} \left((p^{n+1/2})^T M^{-1} p^{n+1/2} - N/kT\right) \tag{III.5} \\
\xi^{n+1} &= \xi^n + \frac{\Delta t}{2} (\lambda^n + \lambda^{n+1}) \\
p^{n+1} &= p^{n+1/2} - \frac{\Delta t}{2} \left((A^n)^T \partial_q V(q^{n+1}) + \lambda^{n+1} p^{n+1/2}\right).
\end{align*}

### A. One-dimensional harmonic oscillator

It is a striking fact that one of the most difficult system to sample using the Nosé-Hoover method is the one-dimensional harmonic oscillator, see\textsuperscript{4,8,10,12}. In our numerical experiments, we thus first consider one harmonic oscillator with frequency \(1\), i.e. \(V(q) = \frac{q^2}{2}\), and mass \(m = 1\). The values of the parameters are \(d = 1, N = 1, kT = 1, Q = 1\). For all the computations, we take the initial values \(q(0) = 1, p(0) = 1, \lambda(0) = 1\) and \(\xi(0) = 1\), and we use the numerical scheme (III.3). The coefficients \(A(t)\) and \(\alpha(t)\) are equal to

\begin{equation}
A(t) = 1 + \varepsilon \cos(t) \quad \text{and} \quad \alpha(t) = \varepsilon \cos(\pi t). \tag{III.6}
\end{equation}

In Figure 1, we computed the position distributions after \(2 \times 10^6\) iterations with a stepsize equal to \(\Delta t = 0.01\). We made the computations with \(\varepsilon = 0\) and \(\varepsilon = 1\). In the first case (see figure 1, left) the system yields the position distribution for the solution of the Nosé-Hoover system. The distribution does not fit to the expected Gaussian distribution \((\sqrt{2\pi})^{-1} e^{-q^2/2}\). In the second case (see figure 1, right), we see a good agreement of the numerical solution with the exact distribution.

In Figure 2, we show the \((p, q)\)-distribution after \(10^5\) steps for a stepsize \(\Delta t = 0.1\) for \(\varepsilon = 0\) (Nosé-Hoover system) and \(\varepsilon = 1\).

In Figure 3 we compute the time average \(\langle q^2 \rangle_t := \frac{1}{T} \int_0^T q(s)^2 ds\) and \(\langle p^6 \rangle_t\) in the case where \(\varepsilon = 1\) and \(\Delta t = 0.01\). The exact limits should be \(\langle q^2 \rangle_t = 1\) and \(\langle p^6 \rangle_t = 15\).
B. Double-well potential

We consider now two particles of masses \( m_1 = m_2 = 1 \) interacting through the two-dimensional potential

\[
V(q_1, q_2) = \nu [(q_1^2 - 1)^2 + q_2^2].
\]  

(III.7)

The number \( \nu \) measures the depth of the wells (and hence the height of the barrier between the two wells). We integrate the problem for \( d = 1, N = 2, Q = 1, kT = 1, \nu = 5 \),

\[
A(t) = \Id_2 + \varepsilon \begin{pmatrix}
\cos(t) & \cos(\pi t) \\
\cos(\sqrt{2}t) & \cos(\pi^2 t)
\end{pmatrix}
\quad \text{and} \quad
\alpha(t) = 0,
\]

(III.8)

and we take \( \varepsilon = 0.6 \). The choice of the frequencies in (III.8) is done to avoid possible resonances in the matrix \( A(t) \) (see the corresponding strong non-resonance assumption in \(^3\)). We use the explicit integration scheme (III.5) with \( \Delta t = 0.01 \) and \( 2.10^6 \) iterations. As initial values, we take \( p_1 = 1, p_2 = 0, q_1 = 1, q_2 = 0, \xi = 0 \) and \( \lambda = 0 \). In Figure 4 we show the numerical results for the computation of the average of the variable \( p_1^2 \) and the corresponding \( p_1 \) distribution. As expected, the time-average of \( p_1^2(t) \) tends to the theoretical limit \( \langle p_1^2 \rangle = 15 \), while the distribution of \( p_1 \) fits the exact distribution \((\sqrt{2\pi})^{-1}e^{-p_1^2/2}\).

For comparison purposes, we compute the same results for the associated Nosé-Hoover chains systems with \( M \) chains using the explicit and reversible method in \(^6\). The system is written (see \(^{10}\)):

\[
\dot{q} = M^{-1} p \\
\dot{p} = -\partial_q V(q) - \lambda_1 p \\
\dot{\lambda}_1 = \frac{1}{Q_1} (p^T M^{-1} p - N f kT) - \lambda_2 \lambda_3 \\
\dot{\lambda}_j = \frac{1}{Q_j} (Q_{j-1} \lambda_{j-1}^2 - kT) - \lambda_{j+1} \lambda_j, \quad j = 2, \ldots, M - 1, \\
\dot{\lambda}_M = \frac{1}{Q_M} (Q_{M-1} \lambda_{M-1}^2 - kT).
\]  

(III.9)

In a first simulation, we take the parameters \( Q_1 = kT/(4\nu) \) and \( Q_j = kT/(8\nu) \) for \( j = 2, \ldots, M \), \( \Delta t = 0.01 \), \( kT = 1 \), \( d = 1 \), \( N = 2 \) and the potential (III.7). We take as initial values \( p_1 = 1, p_2 = 1, q_1 = 1, q_2 = 0 \), and \( \lambda_j = 0, j = 1, \ldots, M \). In Figure 5 we show the results after \( 2.10^6 \) iterations for \( \nu = 5 \), with \( M = 4, 8 \) and 14 thermostats. The systems produce the correct distributions and yield the right average values. The mass parameter \( Q_j \) are close to the optimal
values (see for instance\textsuperscript{11}). Note that the stepsize is chosen so that the energy conservation is ensured during the simulations.

In a second simulation, we take all the parameters \(Q_j, j = 1, \ldots, M\) equal to 1 and the same parameters as above.

For \(\nu = 1\), the NHC systems produce the correct distributions and yield the right average values. However, for \(\nu = 5\), the system becomes stiff and the averages are wrong. In Figure 6, we show the same results as in Figure 5 for these new mass parameters. We see that the NHC systems do not yield the correct average of \(p_i^0\). Moreover, the \(p_i^1\) distributions plotted on the right are wrong in these cases.

In Figure 7, we show the \(q_1\) trajectories of the NHC system with \(M = 8\) thermostats applied to the double well potential with \(\nu = 6\) (left) and the same parameters as above. We also show the corresponding trajectory for the Nosé-Hoover system with shakers (the stepsize and initial data are the same as previously). We see that after \(2.10^6\), the solution of the NHC system with these bad mass parameters jumps only one time from the well centered around \(q_1 = 1\) while the system with shakers changes more frequently.

C. Collection of Harmonic oscillators

For bigger systems, metastability problem may occur: this is typically the case when the trajectory of the Nosé-Hoover chain system is trapped in a deep potential well. The dynamics is then close to the dynamics of a collection of harmonic oscillators. In Figure 8, we consider the case of \(N = 10\) harmonic oscillators with frequencies varying from \(\sqrt{6}\) to \(2\sqrt{6}\) and of masses 1. The potential is written

\[
V(q) = \sum_{i=1}^{N} 3\omega_i^2 q_i^2
\]

where \(\omega_i = 1 + (i - 1)/N\) for \(i = 1, \ldots, N\). We compute the \(p_i\) distribution after \(2.10^6\) iteration with stepsize \(\Delta t = 0.01\). In the left figure, the distribution of the Nosé-Hoover system with shakers is plotted. We take \(Q = 1, kT = 1, d = 1, N = 10, \alpha(t) = 0\) and \(A(t)\) of the form

\[
A(t) = \text{Id} + \sum_{i,j=1}^{N} \delta_{ij} \cos(\beta_i t)
\]

where \(\delta_{ij}\) is the matrix with entries 0 except for the coefficient \((i, j)\) which is equal to 1. The coefficient \(\beta_i\) are random numbers determined at the beginning of the simulation (we take \(\beta_i \sim \mathcal{N}(0, 1)\)). We use the integration scheme (III.5). The distribution agrees with the
theoretical result. In the right figure, we plot the same result for the simulation with the NHC method with $M = 4$ (solid line), $M = 8$ (dashed-dot line) and $M = 14$ (dashed line) thermostats. According to rule for optimal coupling\(^{16}\), (see for instance\(^{11}\)) the parameters $Q_j$ are $Q_1 = N_1 kT/12$ and $Q_j = kT/12$, $j = 2, \ldots, M$, while $d = 1$, $N = 10$ and $kT = 1$. The exact distribution is plotted as a thin solid line. In both simulations, the initial values are $p_i = 1$ and $q_i = 0$ for $i = 1, \ldots, N$ and all the thermostats $\lambda_i = 0$, $i = 1, \ldots, N$, and the number of steps is $2.10^6$.

### IV. EXTENSIONS

#### A. Microcanonical shakers

The introduction of shakers can be made in many different systems. Consider in particular a Hamiltonian system

$$\dot{y}(t) = J \nabla H(y(t))$$  \hspace{1cm} (IV.1)

where $J$ is the skew-symmetric matrix:

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$  

This system preserves the Euclidean volume, and the energy surface \{ $H(y) = H(y(0))$ \}. Hence, it preserves the Liouville measure $d\sigma(y)/\|
abla H(y)\|$ on the isosurfaces. If $J(t)$ is a time-dependent matrix such that for all time $t$, $J(t)$ is skew symmetric, we can show that the solution of the system

$$\dot{y}(t) = J(t) \nabla H(y(t))$$  \hspace{1cm} (IV.2)

has the same preservation properties as the Hamiltonian system (IV.1): Along the solution of (IV.2) the energy $H(y_0)$ is constant and the Euclidean volume is conserved. This implies that the measure $d\sigma(y)/\|
abla H(y)\|$ is invariant for the exact solution of (IV.2). The proof is the same as in Theorem II.1. Again, we expect that the introduction of shakers inside the symplectic matrix destroys the possible hidden invariants of the system. Notice that in this situation, there exist ergodicity results in the case of a quadratic Hamiltonian (i.e. a collection of harmonic oscillators), see\(^3\).

This idea can be applied in particular to the case of the initial Nosé extended Hamiltonian
(see\textsuperscript{12}) and to the Nosé-Poincaré systems (see\textsuperscript{1}). However, as the constant symplectic structure is destroyed, the use of symplectic scheme cannot guarantee the energy conservation for the numerical solutions.

\section{B. NHC with shakers}

The introduction of shakers can also be made in the NHC system (III.9). Indeed, for a given time-dependent matrix $A(t)$, we can consider systems of the form

$$\dot{q} = A(t)M^{-1}p$$

$$\dot{p} = -A(t)^T \partial_q V(q) - \lambda_1 p$$

$$\dot{\lambda}_1 = \frac{1}{Q_1} \left( p^T M^{-1} p - N_j kT \right) - \lambda_2 \lambda_3$$

$$\dot{\lambda}_j = \frac{1}{Q_j} \left( Q_{j-1} \lambda_{j-1}^2 - kT \right) - \lambda_{j+1} \lambda_j, \quad j = 2, \ldots, M - 1,$n

$$\dot{\lambda}_M = \frac{1}{Q_M} \left( Q_{M-1} \lambda_{M-1}^2 - kT \right).$$

The numerical algorithms employed to integrate (III.9) can then easily be adapted to this case using the same method as before. Again, we expect better sampling properties for these new systems than the original ones. However, for the simple examples treated above, there is no differences with the case of $M = 1$ thermostat.
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16. In this particular case, the use of “massive thermostating” techniques could be more appropriate.
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V. FIGURE CAPTIONS

Figure 1: Position distribution of the Nosé-Hoover system for the harmonic oscillator ($\Delta t = 0.01$): without shakers (left, $\epsilon = 0$) and with shakers (right, $\epsilon = 1$).

Figure 2: ($p, q$) distribution of the Nosé-Hoover system for the harmonic oscillator after $10^5$ steps ($\Delta t = 0.1$): without shakers (left, $\epsilon = 0$) and with shakers (right, $\epsilon = 1$).

Figure 3: Time average of $q^2$ and $p^6$ after $2.10^6$ steps ($\Delta t = 0.01$) for the harmonic oscillator with shakers ($\epsilon = 1$).

Figure 4: Left: time average of $p_i^6(t)$ for the double well potential with shakers. Right: corresponding $p_1$ numerical distribution (dashed line) and theoretical (solid line).

Figure 5: NHC computations with optimal mass parameters for the double well potential ($\nu = 5$) with $M = 4$ (dashed-dot), $M = 8$ (dashed) and $M = 14$ (solid line) thermostats.

Figure 6: NHC computations with bad mass parameters for the double well potential ($\nu = 5$) with $M = 4$ (dashed-dot), $M = 8$ (dashed) and $M = 14$ (solid line) thermostats.

Figure 7: $q_1$ trajectories for the double well potential ($\nu = 6$): NHC system with $M = 8$ thermostats and bad parameters (left) and Nosé-Hoover system with shakers (right).

Figure 8: $p_1$ distribution for 10 harmonic oscillators: with shakers (left) and using the NHC method with $M = 4$ (solid line), $M = 8$ (dashed-dot) and $M = 14$ (dashed) thermostats.
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