Simulation of fluid and particles flows: Asymptotic preserving schemes for bubbling and flowing regimes
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Abstract

In this work, we propose asymptotic preserving numerical schemes for the bubbling and flowing regimes of particles immersed in a fluid treated by two-phase flow models. The description comprises compressible Euler equations for the dense phase (fluid) and a kinetic Fokker–Planck equation for the disperse phase (particles) coupled through friction terms. We show numerical simulations in the relevant case of gravity in the one-dimensional case demonstrating the overall behavior of the schemes.
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1. Introduction

We are interested in the numerical simulation of models describing the time evolution of particle suspensions in flows. The fluid/particle mixture is described as a two-phase flow where we adopt a statistical viewpoint for the disperse phase (the particles), whereas we use the standard description from continuum mechanics for the dense phase (the fluid). Therefore, the basic models couple fluid with kinetic equations where the mean velocity is driven by the fluid velocity. This kind of fluid–particle interaction models has applications in several fields as the description of diesel engines [42,41,17,1], rocket propulsors [36], pollution...
settling processes [6,40], rain formation [18], chemical engineering, wastewater treatment [5] or biomedical flows [4].

Specifically, this work is devoted to the following system of partial differential equations, devised in [7]:

\[
\begin{align*}
\partial_t f + \beta \xi \cdot \nabla_x f - \eta' \nabla_x \Phi \cdot \nabla_x f &= \frac{1}{\epsilon} \nabla_\xi \cdot \left( \left( \xi - \frac{1}{\beta} u \right) f + \nabla_\xi f \right), \\
\partial_t n + \text{div}_x(nu) &= 0, \\
\partial_t (nu) + \text{Div}_x(nu \otimes u) + \nabla_x p(n) + \eta u \nabla_x \Phi &= \frac{1}{\epsilon} \frac{\partial}{\partial \xi} (J - \rho u),
\end{align*}
\]

where we use the notation

\[
\rho(t,x) = \int_{\mathbb{R}^3} f(t,x,\xi)d\xi, \quad J(t,x) = \beta \int_{\mathbb{R}^3} \xi f(t,x,\xi)d\xi.
\]

The disperse phase is described by its particle distribution function in the phase space \( f(t,x,\xi) \geq 0 \). The particles interact with a dense phase, described by its density \( n(t,x) \), and its velocity field \( u(t,x) \). As far as we are concerned with the description of modeling issues, we consider the three-dimension case: \( t \geq 0, x \in \mathbb{R}^3, \xi \in \mathbb{R}^3 \); whereas numerical simulations will be performed in the one-dimension framework. Both phases are subject to friction forces exerted by the other phase, proportional to the relative velocity \( u(t,x) - \xi \), and also to external forces embodied into the potential \( \Phi \). We will be particularly interested in the case of gravity and buoyancy forces. Particles are also subject to a Brownian motion, that leads to a diffusion term with respect to the velocity variable, according to Einstein [16]. Here the system is written in a dimensionless form that makes the physical parameters \( \beta, \epsilon, \eta \) and \( \eta' \) appear. By convention, all the parameters are positive but \( \eta' \) which can be either positive or negative: indeed, this indicates that the external forces might act differently on both phases, not only by strength but possibly also with opposite directions; this will be detailed below. We wish to design numerical schemes specifically dedicated to treat asymptotic regimes, in particular the limit \( \epsilon \to 0 \). For further purposes, it is convenient to introduce the shifted Fokker–Planck operator: for a given \( u \in \mathbb{R}^3 \), we set

\[
L_u(f) = \nabla_\xi \cdot ((\xi - u)f + \nabla_\xi f) = \nabla_\xi \cdot (M_u \nabla_\xi (f/M_u)), \quad M_u(\xi) = \frac{e^{-|\xi-u|^2/2}}{(2\pi)^{3/2}}
\]

and we will denote \( L := L_0, M := M_0 \). Accordingly, the penalized right hand side in the kinetic equation for the disperse phase in (1) reads \( \frac{1}{\epsilon} L_{u(t,x)}/\beta(f) \) and we can expect for small \( \epsilon \)’s a relaxation to the Maxwellian \( M_{u(t,x)}/\beta(\xi) \).

More details on the physical background can be found in [42] in connection to combustion phenomena. We mention the derivation of similar coupled models for disperse and dense phases in [27,28,20]. The question of “turbulence effects” on the disperse phase is addressed in [15,24]. Note that here we neglect collisional effects and size variations that could be important for some applications, see e.g. [3]. The analysis of a coupled model involving the incompressible Navier–Stokes system instead of the Euler equations is performed in [26]. Considering such a coupling, asymptotic problems were dealt with in [10,25,21,22]. A rigorous existence result for a coupling involving the compressible Navier–Stokes equations (which means that the dissipative term \( \mu \Delta u \) is added in the fluid equation in (1)) is established in [37] while the analysis of its asymptotic limit is performed in [38]. The local well-posedness of smooth solutions for the system (1) was investigated in [2] while asymptotic problems and stability properties are studied in [7].

Here, we wish to investigate numerically the system (1) and the asymptotic regimes by proposing suitable asymptotic preserving schemes, in the sense introduced by Jin [29] (see the comments in Section 3). To this end, we shall use a fully explicit scheme, in the spirit of methods introduced for gas dynamics [33,32], neutron transport [30,31] or used in radiative transfer theory [23] and which were discussed recently in [8]. Splitting techniques for the kinetic part will be the basis to separate stiff parts from convection parts making some potentially troublesome terms with large velocities of order one. The flow part will be solved by state-of-the-art Lagrangian-projection schemes with anti-diffusive properties developed in [35,12–14,34,11].

Moreover, we numerically investigate two different asymptotic regimes in one of the most important cases of application in which particles (pollutants) inside the flow (air) are under the action of gravity and buoyancy...
in one-dimension as considered e.g. in [5,40]. We will show the qualitative differences between the bubbling and the flowing regimes and the stability of sedimentation/buoyancy profiles in the bubbling regime as theoretically investigated in [7]. Furthermore, the chosen test cases will demonstrate the ability of the proposed numerical schemes to deal with strong shock situations, almost vacuum regions and concentrations of density.

The paper is organized as follows: in Section 2, we go back to the modeling issues, explaining the meaning of the dimensionless parameters and introducing the asymptotic problems we are interested in. In Section 3, we introduce the numerical scheme, detailing the steps of the splitting approach. Finally, we discuss our numerical results in Section 4.

2. Overview on modelling and asymptotic issues

2.1. Dimensionless parameters

System (1) is written in a dimensionless form; it involves the following parameters that are related to physical quantities (we refer to Carrillo and Goudon [7] for a detailed discussion on the scaling):

- $\epsilon$ is the ratio of the Stokes settling time $\frac{2\rho_p a^2}{\mu}$ over the time scale of observation, $a$ and $\rho_p$ being the radius of the (supposedly spherically shaped) particles and their density, respectively, and $\mu$ being the dynamic viscosity of the fluid. This parameter, referred to as the Stokes number, measures the strength of the friction force.
- $\rho_p/\rho_f$ is the ratio of the density of particles over the typical density of the surrounding gas.
- $\beta$ is the ratio of the thermal velocity of the particles, which measures the fluctuation of particles velocities, over the typical velocity of the fluid.
- $\eta'$ is, up to its sign, $\epsilon^{-1}$ times the ratio of the Stokes velocity, that enters into the scaling of the external forces, over the thermal velocity.
- $\eta/\eta'$ describes how different the influence of the external forces is on the different phases; it is a dimensionless coefficient with a sign.

Gravity driven flows. It is worth illustrating this discussion with the example of gravity and buoyancy forces where the external potential is equal to $g z$, $g$ being the gravitational acceleration and $z$ the height direction. Then, the Stokes velocity is defined as $V_S = \frac{2\rho_p a^2}{\mu} g |1 - \rho_f/\rho_p|$; it corresponds to the asymptotic velocity of a single particle with radius $a$ and density $\rho_p$ dropped in a viscous fluid at rest having dynamic viscosity $\mu$. Accordingly, introducing time and length units, $T$ and $L$, respectively, we get

$$\eta' = \frac{g(1 - \rho_f/\rho_p) T}{\sqrt{k \Theta / m_p}},$$

where $m_p = \frac{4}{3} \pi a^3 \rho_p$, $\Theta$ is the temperature, $k$ the Boltzmann constant. The sign of this parameter depends on the ratio $\rho_f/\rho_p$ which accounts for the relative strength of the buoyancy and gravity forces. As said above, it can be rewritten as

$$|\eta'| = \frac{1}{\epsilon} \frac{V_S}{\sqrt{k \Theta / m_p}}.$$

Concerning the action of gravity on the fluid, we obtain the following expression for the dimensionless coefficient

$$\eta = \frac{g T}{U},$$

where $U = L/T$ measures the typical velocity of the fluid.

Therefore, in this context, $1/\sqrt{\eta}$ is the Froude number $Fr_f$ of the flow, whereas $1/\sqrt{|\eta'|}$ is the (reduced) Froude number $Fr_p$ of the disperse phase. We will be interested in the respective Richardson numbers, $Ri = 1/Fr_f^2$, of both phases. They characterize the effect of gravity over buoyancy, particularly used in aeronautics engineering, where it is considered as a rough measure of air turbulence. Thus, $Ri_f = \eta$ and
$Ri_p = |\eta'|$ and, being this number less/greater than unity means that the corresponding phase is gravity-driven/buoyancy dominated, respectively. Anyway, note that the previous definitions lead to

$$\frac{\eta'}{\eta} = (1 - \rho_f/\rho_p) \frac{1}{\beta}.$$  

**Density-dependent viscosity.** From the modeling point of view, it may seem strange that the action of the friction forces is not negligible in regions where the density of the fluid is negligible. However, a usual assumption in compressible gases is to assume that the viscosity is temperature dependent. Even in pollution modeling, the air-viscosity is temperature dependent [40] and some models have been proposed like $\mu = C_o T^{3/2}$, see [19]. In our chosen isentropic $p$-system, the equation of state is $n = (RT)^{1/(\gamma - 1)}$, where $R$ is the perfect gas constant and $T$ is the temperature. We might assume that the viscosity is density-dependent as $\mu = \mu n^x$ for a fixed $x > 0$, and thus the dimensionless system reads as

$$\begin{aligned}
\frac{\partial f}{\partial t} + \beta \xi \cdot \nabla_s f - \eta' \nabla_s \Phi \cdot \nabla \xi f &= \frac{q}{\epsilon} \nabla \xi \cdot \left( \left( \frac{\xi - 1}{\beta} \right) f + \nabla (\xi f) \right), \\
\frac{\partial}{\partial t} \nu n + \text{Div}_s (\nu u) &= 0, \\
\frac{\partial}{\partial t} (\nu u) + \text{Div}_s (\nu u \otimes u) + \nabla_s p(n) + \eta n \nabla_s \Phi &= \frac{1}{\epsilon} \frac{\eta'}{\eta} n^x (J - \rho u),
\end{aligned}$$

where the dimensionless parameter $\epsilon$ is redefined accordingly. Other models assume from the beginning that the friction force depends on the fluid density, see for instance in [36] where the friction coefficient depends linearly on $n$.

**Remark 1.** Dealing with friction forces depending on the viscosity, but neglecting viscosity effects in the fluid equation might seem awkward from the modeling point of view. This is however often used in applications, especially in connection to combustion problems, and it leads to more challenging questions for numerics. Note that the Stokes number is related to the Reynolds number by $\epsilon = \frac{3}{2} (\rho_p/\rho_f)(a/L)^3 Re$ and $a \ll L$.

### 2.2. Dissipation properties and asymptotic regimes

We wish to investigate numerically (1), at least considering some asymptotic regimes. The starting point of the asymptotic analysis relies on the following dissipation property.

**Proposition 1** (Entropy dissipation property). *We suppose that*

$$\frac{\rho_p}{\rho_f} \beta^2 = 1, \quad \eta' = \zeta \beta, \quad \text{with } \zeta = \pm 1.$$  

*Let us define the free energies associated, respectively, to the particles and to the fluid as follows:*

$$\mathcal{F}_p(t) = \int_{R^3} \int_{R^4} \left( f \ln(f) + \frac{\beta^2}{2} f + z \Phi f \right) d\xi dx,$$

$$\mathcal{F}_f(t) = \int_{R^3} \left( n \ln \frac{n}{\beta} + \Pi(n) + \eta \Phi n \right) dx,$$

*where $\Pi : \mathbb{R}^+ \to \mathbb{R}^+$ is defined by $s \Pi'(s) = p'(s)$. Then, we have:*

$$\frac{d}{dt} (\mathcal{F}_p + \mathcal{F}_f) + \frac{1}{\epsilon} \int_{R^3} \int_{R^4} |(\xi - \beta^{-1} u)\sqrt{f} + 2 \nabla \xi \sqrt{f}|^2 d\xi dx \leq 0.$$  

This statement is also valid under no-flux boundary conditions for the flow phase and reflection boundary conditions on the disperse phase for the kinetic distribution, see [7] for details. Assuming a power pressure law $p(n) = n^\gamma$, we have $\Pi(n) = n^\gamma/(\gamma - 1)$ for $\gamma > 1$ and $\Pi(n) = \gamma n \ln(n) - n$ for $\gamma = 1$. This claim helps in understanding the asymptotic regime $\epsilon \ll 1$: we infer that $f$ has essentially a hydrodynamic behavior

$$f(t,x,\xi) \simeq \rho(t,x) \left( 2 \pi \right)^{-3/2} \exp(-|\xi - \beta^{-1} u(t,x)|^2/2) = \rho(t,x) M_{u(t,x)/\beta}(\xi).$$

Of course the evolution of the macroscopic density $\rho$ remains to be discussed and highly depends on the other scaling assumptions. To be more specific, in [7], the following regimes are distinguished:
The bubbling regime. We set
\[ \beta = \frac{1}{\sqrt{\epsilon}}, \quad |\eta'| = \frac{1}{\sqrt{\epsilon}}. \]

Coming back to the physical quantities, it means that

Stokes velocity \( \approx \) typical velocity of the fluid \( \ll \) thermal velocity.

According to (3), we also have:
\[ \frac{\rho_P}{\rho_F} = \epsilon, \]

and we suppose that \( \eta \), which might depend on \( \epsilon \), tends to a positive constant \( \eta_\star \).

The flowing regime. We assume that:
\[ \beta^2 = \frac{\rho_P}{\rho_F} = 1, \quad \beta = |\eta'| \, \text{a fixed positive constant} \]

not depending on \( \epsilon \), as well as \( \eta > 0 \). Coming back to the physical quantities, this scaling assumption means

Stokes velocity \( \ll \) typical velocity of the fluid \( \simeq \) thermal velocity,

while the ratio \( \rho_P/\rho_F \) is of order \( \beta^{-2} \).

Remark 2 (The gravity driven case). The scaling assumption (3) can be recast as

\[ Ri_F = \eta = \frac{\beta^2}{|1 - \beta^2|} \quad \text{and} \quad Ri_P = |\eta'| = \beta, \]

with \( \zeta = \text{sgn}(1 - \beta^2) \). Consequently, we have:

1. In the bubbling regime: As \( \epsilon \to 0 \), we have \( \rho_P/\rho_F \ll 1 \), \( Ri_F \to 1 \) and \( Ri_P \gg 1 \); thus, the disperse phase is buoyancy driven while the flow is gravity driven. Here \( \eta' < 0 \) and the external forces act in opposite directions on the particles and on the fluid, and we might expect the formation of sedimentation profiles at opposite ends.

2. In the flowing regime: We point out that \( \beta = \sqrt{\rho_F/\rho_P} \) can take any fixed value independent of \( \epsilon \to 0 \). Note \( \beta = 1 \) means we are dealing with a single phase flow. Having \( \beta \) close to 1 means that the effect of the external force on the disperse phase is very low. Taking into account the values of the Richardson numbers, we expect the following: when \( \beta \) is larger than 1, the forces act in opposite directions on both phases whereas when \( \beta \) becomes smaller than 1, the two phases are driven by gravity, but with more influence on the fluid.

For instance considering the application to rocket propulsors, we have \( \rho_P/\rho_F \approx 5.10^2 \), see [36]; for fuel sprays a typical value is \( \rho_P/\rho_F \approx 34 \), see [17], or for industrial thickening \( \rho_P/\rho_F \approx 2.5 \), see [6].

2.3. Derivation of the limit equations

Let us derive formally the limit equations corresponding to the asymptotic regimes \( \epsilon \to 0 \) described above. From now on, according to (3), we use (1) where we set \( \eta' = \zeta \beta, \zeta = \text{sgn}(\eta') \) (which is \( -1 \) in the bubbling regime) and \( \rho_P/\rho_F = 1/\beta^2 \).

2.3.1. Bubbling regime

The bubbling regime can be readily understood by inserting the following Hilbert expansion

\[ f = f^{(0)} + \sqrt{\epsilon} f^{(1)} + \epsilon f^{(2)} + \cdots \tag{5} \]

into (1) and identifying terms arising with similar power of \( \sqrt{\epsilon} \). We get

- \( \epsilon^{-1} \) terms: \( Lf^{(0)} = 0 \) which implies that \( f^{(0)}(t,x,\zeta) = \rho(t,x)M(\zeta) \).
reflection law leads to the following Robin condition
\[ f(t,x,\xi) = -\xi M(\xi)(\nabla_x \rho - (u + \nabla_x \Phi)\rho), \]
where we used the fact that \( \xi = \text{sgn}(\eta^2) = -1 \) in this regime. This equation can be readily inverted remarking that \( L(\xi M(\xi)) = -\xi M(\xi) \); we obtain
\[ f(t,x,\xi) = -\xi M(\xi)(\nabla_x \rho - (u + \nabla_x \Phi)\rho). \]

- \( \epsilon^{1/2} \) terms: \( Lf^{(1)} = \xi \cdot \nabla_x f^{(0)} + (u + \nabla_x \Phi)\nabla_x f^{(0)} = \xi M(\xi)(\nabla_x \rho - (u + \nabla_x \Phi)\rho) \), where we used the fact that \( \xi = \text{sgn}(\eta^2) = -1 \) in this regime. This equation can be readily inverted remarking that \( L(\xi M(\xi)) = -\xi M(\xi) \); we obtain
\[ f^{(1)}(t,x,\xi) = -\xi M(\xi)(\nabla_x \rho - (u + \nabla_x \Phi)\rho). \]

- \( \epsilon^0 \) terms: \( Lf^{(2)} = \partial_t f^{(0)} + \xi \cdot \nabla_x f^{(1)} + (u + \nabla_x \Phi) \cdot \nabla_x f^{(1)} \). However, \( \int f \, d\xi = 0 \) appears as a necessary condition for the equation \( L(f) = h \) to admit a solution. We are thus led to
\[ \frac{\partial}{\partial t}(\int_{\mathbb{R}^d} f^{(0)} \, d\xi) + \text{div}_x \left( \int_{\mathbb{R}^d} \xi f^{(1)} \, d\xi ight) = 0. \]
This so-called Smoluchowski equation is coupled to the Euler system whose right hand side is
\[ \int_{\mathbb{R}^d} \left( \frac{\xi}{\sqrt{\varepsilon}} - u \right) f \, d\xi \simeq \int_{\mathbb{R}^d} \xi f^{(1)} \, d\xi - u \int_{\mathbb{R}^d} f^{(0)} \, d\xi = -(\nabla_x \rho - \rho \nabla_x \Phi). \]

We end up with the system
\[ \begin{cases} \frac{\partial}{\partial t} \rho + \text{div}_x (\rho (u + \nabla_x \Phi) - \nabla_x \rho) = 0, \\ \frac{\partial}{\partial t} n + \text{div}_x (\mu u) = 0, \\ \frac{\partial}{\partial t} (\mu u) + \text{div}_x (\mu u \otimes u) + \nabla_x (p(n) + \rho)(\eta \nabla_x \Phi) = 0, \end{cases} \]
that was derived in [7] based on the moment system.

**Remark 3.** In the numerical simulations, we will complete the kinetic equation by the specular reflection boundary condition
\[ f(t,x,\xi) = f(t,x,\xi - 2(\xi \cdot v(x))v(x)) \]
for any \((x,\xi) \in \partial \Omega \times \mathbb{R}^d\), such that \( \xi \cdot v(x) < 0 \),
where \( v(x) \) stands for the outer normal vector at the point \( x \in \partial \Omega \). Obviously, this boundary condition guarantees mass conservation. Looking at the asymptotic problem, the leading term \( f^{(0)} \) clearly satisfies the reflection boundary condition and we obtain relevant information by considering the corrector \( f^{(1)} \). Imposing the reflection law leads to the following Robin condition
\[ \nabla_x \rho - (u + \nabla_x \Phi)\rho \cdot v(x) = 0 \quad \text{on} \ \partial \Omega, \]
which completes (6) and also preserves mass for the limit system.

### 2.3.2. Flowing regime

Proceeding similarly for the flowing regime, we get

- \( \epsilon^{-1} \) terms: \( L_{u/\beta}(f^{(0)}) = 0 \) and we infer that \( f^{(0)}(t,x,\xi) = \rho(t,x) \cdot M_{u(t,x)/\beta}(\xi) \).
- \( \epsilon^0 \) terms: \( L_{u}(f^{(1)}) = \partial_t f^{(0)} + \xi \cdot \nabla_x f^{(0)} - \xi \nabla_x \Phi \cdot \nabla_x f^{(0)} \) and integration with respect to \( \xi \) yields the mass conservation
\[ \frac{\partial}{\partial t} \rho + \text{div}_x (\rho u) = 0. \]

To describe the coupling, we remark that
\[ \frac{1}{\beta} \frac{\partial}{\partial t} \left( \int_{\mathbb{R}^d} \xi f \, d\xi \right) + \text{div}_x \left( \int_{\mathbb{R}^d} \xi \otimes \xi f \, d\xi \right) + \xi \nabla_x \Phi \int_{\mathbb{R}^d} f \, d\xi = -\frac{1}{\epsilon} \frac{1}{\beta^2} \int_{\mathbb{R}^d} (\beta \xi - u) f \, d\xi \]
\[ = -\left( \frac{\partial}{\partial t} \mu u + \text{div}_x (\mu u \otimes u) + \nabla_x p(n) + \eta \nabla_x \Phi \right). \]

Therefore, at the leading order we obtain
\[ \frac{\partial}{\partial t} ((n + \beta^{-2} \rho) u) + \text{div}_x ((n + \beta^{-2} \rho) u \otimes u) + \nabla_x (p(n) + \rho) + (\eta n + \zeta \rho) \nabla_x \Phi = 0, \]
whereas $\rho$ and $n$ are both advected by the velocity $u$:
\[
\partial_t \rho + \nabla \cdot (\rho u) = 0 = \partial_t n + \nabla \cdot (nu).
\] (10)

3. Asymptotic preserving numerical methods

3.1. Bubbling regime

Our numerical strategy is based on the Hilbert expansion method which allows to guess the asymptotic behavior of the system (1). It suggests that
\[
f_i(t, x, \xi) = \rho_i(t, x) M(\xi) + \sqrt{\epsilon} r_i(t, x, \xi)
\] (11)
where the remainder $r_i$ is expected to remain bounded (see Proposition 1). Furthermore, $f_i, r_i$ satisfy
\[
\partial_t f_i + \xi \cdot \nabla x r_i + (u_i + \nabla x \Phi) \cdot \nabla x r_i = \frac{1}{\epsilon} L f_i + \frac{1}{\sqrt{\epsilon}} M(\xi) S_i(t, x, \xi),
\] (12)
where
\[
S_i(t, x, \xi) = -\xi \cdot \nabla x r_i - \xi \cdot (u_i(t, x) + \nabla x \Phi) \rho_i,
\]
and the evolution of the remainder obeys
\[
\partial_t r_i = \frac{1}{\epsilon} L r_i + \frac{1}{\epsilon} M S_i - \frac{1}{\sqrt{\epsilon}} \left[ \frac{1}{\epsilon} \left( \xi \cdot \nabla x r_i + (u_i + \nabla x \Phi) \nabla x r_i - M \nabla x \left( \int_{\mathbb{R}^d} \xi \cdot r_i \ d\xi \right) \right) \right].
\] (13)

To derive the numerical scheme, we use a splitting algorithm to compute the evolution of both the density $f_i$ and its fluctuations $r_i$ by using relations (12) and (13) where we get rid in the right hand side of the lower order terms. This leads to the following scheme:

- **Step 0:** Solve the Euler equations for the fluid density $n$ and velocity $u$. We treat the source term explicitly so it reads
  \[
  \int_{\mathbb{R}^d} \xi \cdot f \ d\xi - u \int_{\mathbb{R}^d} f \ d\xi.
  \]
  We use a numerical method which preserves with accuracy the shock structure of the hyperbolic system, applying directly the scheme designed in [35,12–14,34,11]. This defines $n^{k+1}$ and $u^{k+1}$.

Actually, since the limit equation for the density of particles is of parabolic type, it has a different typical time scale than those of the Euler equation; in turn, the equations involve different stability conditions. Hence, we perform Step 0 on a time interval $(k\Delta t, (k + 1)\Delta t)$, and then we make several sub-cycles (Step 1–Step 2) below on time intervals $(k\Delta t_p, (k + 1)\Delta t_p)$, for some $\Delta t_p < \Delta t_h$ (typically, the space mesh size $\Delta x$ being given, we have $\Delta t_p = O(\Delta x^2)$ but $\Delta t_h = O(\Delta x)$).

- **Step 1:** Solve the stiff equations
  \[
  \partial_t f = \frac{1}{\epsilon} L f, \quad \partial_t r = \frac{1}{\epsilon} L r + \frac{1}{\epsilon} M S,
  \]
where
\[
S = -\xi \cdot \nabla x \rho + \xi \cdot (u^{k+1} + \nabla x \Phi) \rho,
\]
getting rid of terms of order $O(1/\sqrt{\epsilon})$ in (12) and (13), we will discuss these terms below. The crucial point is that $\rho = \int f \ d\xi$ is not modified by the first equation: $\rho^{k+1/2} = \int f^{k+1/2} \ d\xi = \rho^k$ so that the source term in the second equation can be treated as constant in time. Accordingly, we get
\[
\begin{align*}
  f^{k+1/2} &= e^{\Delta t_p / \epsilon} f^k, \\
  r^{k+1/2} &= e^{\Delta t_p / \epsilon} r^k + (1 - e^{\Delta t_p / \epsilon}) MS^k.
\end{align*}
\] (14)
For $\varepsilon > 0$, there exists $\omega = \omega(\varepsilon)$ such that 
$$\mathbb{E}(f^{k+1}) = \mathbb{E}(f^k) + \varepsilon \omega(\varepsilon)|\mathcal{F}^k|.$$
since its integral over $\zeta$ is zero, we obtain the additional term
\[
\frac{1}{\sqrt{\epsilon}} M(\zeta) \zeta \cdot \int_{\zeta=0}^{(k+1)\Delta t} e^{(\sigma-(k+1)\Delta t)/\epsilon} \int_{\mathbb{R}^1} \zeta (\xi \cdot \nabla x r) d\xi d\sigma \approx \frac{1}{\sqrt{\epsilon} M(\zeta)} \zeta \cdot \int_{\mathbb{R}^1} \zeta (\xi \cdot \nabla x r^\epsilon) d\xi
\]
that is disregarded.

**Full discretization and mass conservation:** The space and velocity discretizations deserve some comments since some care is needed to preserve the mass conservation observed at the continuous level. For the sake of clarity, we restrict the discussion to the one-dimension framework (which will be used for the simulations presented in the last Section). According to the approach in [23,8], we choose an upwind discretization for $\zeta \partial_x \rho$ in Step 2 and a downwind discretization for $\zeta \partial_x \rho$ in Step 1, so that we recover a centered scheme for the diffusion term in the limit $\epsilon \to 0$. For the discretization of $(u^{k+1} + \partial_x \Phi) \partial_x r$ in Step 2, we choose a centered discretization, in order to ensure the conservation of the total mass. To this end, we also prescribe for the convection Step 2 specular reflections for the fluxes associated to the convection in space, see [8] for similar conditions. To be more specific, we choose a symmetric space of $2M$ discrete velocities $\{\xi_1, \ldots, \xi_{2M}\}$ ranging from $-\xi_{\text{Max}}$ to $\xi_{\text{Max}}$ and we integrate through trapezoidal rule to ensure that the even moments of the odd functions in $\zeta$ vanish. Then, we write our fully discrete approximation of the $x$-derivative of $r$ as
\[
[\zeta \partial_x r]_{j,m} \approx \frac{\tilde{g}_{j+1/2,m} - \tilde{g}_{j-1/2,m}}{\Delta x},
\]

---

Fig. 1. Bubbling regime: simulation with $\epsilon = 0, \gamma = 1.4, F = 1$ at time $T = 2$. Comparison of the densities and velocities of particles, and of the dense phase for several $\rho_\star$. For this run $\xi_{\text{Max}} = 10, \Delta \xi = 0.2, \Delta x = 0.04$. 
with $j \in \{1, \ldots, J\}$ the discrete space index and $m \in \{1, \ldots, 2M\}$ the discrete velocity index, where due to the choice of upwinding, we have
\[
\tilde{g}_{j+1/2,m} = \begin{cases} 
\tilde{\zeta}_m r_{j,m} & \text{if } \tilde{\zeta}_m > 0, \\
\tilde{\zeta}_m r_{j+1,m} & \text{if } \tilde{\zeta}_m < 0.
\end{cases}
\]

For the boundary terms, we impose
\[
\begin{align*}
\tilde{g}_{1/2,m} & = -\tilde{g}_{1/2,-m} & \text{if } \tilde{\zeta}_m > 0, \\
\tilde{g}_{-1/2,m} & = -\tilde{g}_{-1/2,-m} & \text{if } \tilde{\zeta}_m < 0,
\end{align*}
\]
where $J - 1$ is the number of intervals in the space variable labelled from 1 to $J - 1$. For $f$, we choose a specular boundary condition at the end of Step 2:
\[
\begin{align*}
f_{1,m} & = f_{2,-m} & \text{if } \tilde{\zeta}_m > 0, \\
f_{J,m} & = f_{J-1,-m} & \text{if } \tilde{\zeta}_m < 0.
\end{align*}
\]

Moreover, at the end of Step 1, we impose a boundary condition on the fluctuations coherent with specular reflection for $f$. The specular reflection for $f$ implies, due to the expansion $f = \rho M(\tilde{\zeta}) + \sqrt{\epsilon r}$, specular reflection for $r$, or in other words, $r$ must be an even function of $\tilde{\zeta}$. Since at the end of Step 1 the fluctuation $r$ is an odd

\begin{figure}[h]
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\caption{Bubbling regime: simulation with $\epsilon = 0$, $\rho_s = 0.5$, $F = 1$ at time $T = 20$. Comparison of the densities and velocities of particles, and of the dense phase for several $\gamma$. For this run $\tilde{\zeta}_{\text{Max}} = 10$, $\Delta \tilde{\zeta} = 0.2$, $\Delta x = 0.04$.}
\end{figure}
function of $\zeta$, then $r$ must vanish at the boundary. Thus $r = 0$ is imposed at the boundaries 2 and $J - 1$ implying finally, that $\beta_{3,2,m} = \beta_{J-1,2,m} = 0$ for all $m$. We also note that this numerical boundary condition exactly coincides when $\epsilon = 0$ with the discrete version of the Robin boundary condition (7) as in [8].

Asymptotic preserving: It is worth writing what the scheme does for $\epsilon = 0$. Formulae (15) become

$$
\begin{align*}
\frac{f_{k+1}^{n+1} - f_k^n}{\Delta t} &= f_k^n \\
\frac{f_{k+1}^{n+1} - f_k^n}{\Delta t} &= f_k^n \\
\end{align*}
$$

which coincide with the Hilbert expansion (11) and we recover the Smoluchowski equation, as expected. This means that the scheme is Asymptotic Preserving. Let us point out again that the derivation of the scheme is induced by the asymptotic regime: the method precisely aims at being relevant for small values of $\epsilon$, when the presence of stiff terms make it definitely non affordable a direct computation of the original equation. We refer to [8] for such a discussion and examples. In particular, we checked that the scheme is consistent with the limit system when $\epsilon = 0$, and a further consistency analysis can be performed under the condition that $\epsilon$ tends to zero faster than $\Delta t$, in the spirit of [29]. Anyway, the approximation are intended to make the scheme valuable for a range of moderate positive values of $\epsilon$.

Well balanced property: The equilibrium states for the kinetic equation read, up to a normalization factor, $e^{\Phi(x)}e^{-\zeta^2/2}$. Of course, Step 1 does not modify such a distribution since it belongs to the kernel of the operator.

Fig. 3. Bubbling regime: evolution of the free energy ($\epsilon = 0$). For this run $\Delta t_{\text{Max}} = 10$, $\Delta x_{\text{Max}} = 0.2$, $\Delta x = 0.04$. 

(a) $\rho_\star = 0.1$, Force = 1 
(b) $\rho_\star = 0.5$, Force = 1 
(c) $\rho_\star = 1$, Force = 1 
(d) $\rho_\star = 1$, Force = 5
L. We rewrite $\partial_t \Phi \partial_\xi f = \frac{1}{2} (\xi \partial_\xi \Phi) \partial_\xi f$ which leads to the numerical approximation (upwind in space, centered in velocity)

$$\frac{1}{\xi_m} \Delta x \left( \phi_{j+1} - \phi_{j-1} \right) \frac{f_{j,m+1} - f_{j,m-1}}{2\Delta \xi} \quad \text{if } \xi_m > 0,$$

$$\frac{1}{\xi_m} \Delta x \left( \phi_{j+1} - \phi_{j} \right) \frac{f_{j,m+1} - f_{j,m-1}}{2\Delta \xi} \quad \text{if } \xi_m < 0.$$ 

Applying the discrete operator approaching $\xi \partial_\xi + \partial_x \Phi \partial_\xi$ to the equilibrium state and using a Taylor expansion leads to an expression involving only odd powers of $\xi_m$ (and thus a $O(\Delta \xi^2)$ consistency error); in turn, using the symmetry of the set of discrete velocities, its average vanishes. This motivates the choice of a centered discretization for computing the derivative with respect to $\xi$. Similar considerations hold when we change the sign of the force term in the kinetic equation.

3.2. Flowing regime

We need another numerical strategy to deal with the flowing regime. It is much more delicate due to the presence of a stiff term in the Euler equation; furthermore, the limit system (9) and (10) is hyperbolic and does not involve any diffusive regularizing term. The scheme is based on the expansion
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(a) $\rho_* = 0.1$, Force = 1
(b) $\rho_* = 0.5$, Force = 1
(c) $\rho_* = 1$, Force = 1
(d) $\rho_* = 1$, Force = 5

Fig. 4. Bubbling regime: evolution of the free energy ($\epsilon = 0$). For this run $\xi_{\text{Max}} = 10$, $\Delta \xi = 0.2$, $\Delta x = 0.04$. 

Note that this ansatz imposes that the size of the (rescaled) velocity $u/\beta$ does not grow too much, so that it always remains well inside the (finite!) velocity grid, e.g. for the one-dimensional case in a given interval $[-\tilde{c}_{\text{Max}}, +\tilde{c}_{\text{Max}}]$. Otherwise, one would need to redefine this grid and follow the growth of the fluid velocity, leading to quite complicated interpolation procedures. The scheme is based on (8) which gives a way to compute the macroscopic friction force so that we get rid of the division by $\epsilon$. The scheme works as follows.

- **Step 0**: Solve the Euler equations for the fluid density $n$ and velocity $u$. Assuming that the density of particles $\rho$ remains constant during this time step, we use Després–Lagoutière’s scheme to solve

\[
\begin{cases}
\partial_t n + \nabla_x \cdot (nu) = 0, \\
\partial_t (nu) + \operatorname{Div}_x (nu \otimes u) + \nabla p(n) + \eta n \nabla_x \Phi = -\frac{1}{\beta} \int (\tilde{c} f^k d\tilde{c} - \int \tilde{c} f^{k+1} d\tilde{c}) \\
- \operatorname{Div}_x (\frac{\tilde{c}}{\tilde{c} + \epsilon} \otimes \tilde{c} f^k d\tilde{c} - \epsilon \nabla_x \Phi \cdot f^k d\tilde{c}).
\end{cases}
\]

with reflection conditions for the velocity $u$. Let us point out that there is no boundary condition for $n$ since the incoming flux vanishes at both ends. Then we cycle through the following (Step 1–Step 2) to get the time to $t^{k+1}$. Indeed, Step 0 is governed by a CFL condition based on the size of $u$ which is supposed to remain far...
smaller than the largest microscopic velocity involved in the scheme; accordingly the time step imposed by the CFL associated to the advection terms in the kinetic equation is more constrained. Next, we compute the solution of the kinetic equation which enters in the definition of the source terms in the Euler system.

- **Step 1:** Solve the stiff equation
  \[ \partial_t f = \frac{1}{\epsilon} L_{\phi^{k+1}/\beta} f. \]

  The macroscopic density \( \rho = \int f \, \mathrm{d} \xi \) is not modified during the time step so that \( \rho^{k+1/2} = \rho^k \). According to the expansion of the kernel of the Fokker–Planck operator \( L_{\phi} \), we thus define \( f^{k+1/2} \) by
  \[ f^{k+1/2} = M_{\phi^{k+1}/\beta} \left[ \int_{R^d} f^k(\xi) \mathrm{d}\xi + e^{\Delta t/\epsilon} (\xi - u^{k+1}/\beta) \int_{R^d} (\xi \cdot u^{k+1}/\beta) f^k(\xi) \mathrm{d}\xi \right]. \]

- **Step 2:** We solve the transport part of the kinetic equation
  \[ \partial_t f + \beta(\xi \cdot \nabla_x - \xi \nabla_t \Phi \cdot \nabla \xi) f = 0 \]

  which defines \( f^{k+1} \) and \( \rho^{k+1} = \int f^{k+1} \, \mathrm{d} \xi \). As for the bubbling regime, we use a centered approximation to treat the derivative with respect to \( \xi \), combined with a upwind approximation for the space derivatives of \( f \) and \( \Phi \).

---

**Fig. 6.** Bubbling regime: evolution for \( \epsilon = 0.1, F = 1 \). For this run \( \xi_{\text{Max}} = 10, \Delta \xi = 0.2, \Delta x = 0.04 \).
Actually, due to the time derivative in the right hand side of the fluid system, we start with the kinetic part. We use a Strang approach: (Step 1–Step 2) is applied on a time step $\Delta t/2$, then we solve the hydrodynamic part Step 0 on a full time step $\Delta t$ and go back to the kinetic equation. Again, the scheme is asymptotic preserving: for $\epsilon = 0$ we get $f = \rho M_{d/g}$ and integrating with respect to $\zeta$ leads to the limit system (9) and (10). Note that, in the spirit of the kinetic schemes for conservation laws [39], we do not use an evolution equation for the fluctuation, which makes the approach different from the one used for the bubbling regime. By the way, we emphasize that the schemes are really designed specifically for each asymptotic regime, and it is definitely hopeless to have in mind the use of one for the other.

4. Numerical experiments

For the numerical experiments, we restrict ourselves to the one-dimension framework (the computational domain being the slab $(0,4)$) with a force field, denoted by $F$, representing gravity and buoyancy effects. As mentioned in the Introduction, this case is particularly relevant when modeling the dispersion of pollutants emitted from ground sources [40]; it also applies to the description of thickening processes which are used in industrial procedures to separate suspensions into their solid and liquid parts [6].

![Fig. 7. Bubbling regime: evolution for $\epsilon = 0.5$, $F = 1$. For this run $\zeta_{\text{Max}} = 10$, $\Delta \zeta = 0.2$, $\Delta x = 0.04$.](image-url)
4.1. Bubbling regime

We show various simulations starting with the following data:

- The fluid is initially at rest \( u(0,x) = 0 \) with a uniform density \( n(0,x) = 1 \).
- The distribution function describing the particles is a centered Maxwellian with respect to velocity times a step function in space

\[
f(0,x,\zeta) = \rho_\bullet \cdot \mathbf{1}_{[a,b]}(x) \frac{e^{-\zeta^2/2}}{\sqrt{2\pi}},
\]

where \( 0 \leq a \leq b \leq 4 \) and \( \rho_\bullet \) is a positive constant.

In Fig. 1, we show the result at time \( T = 2 \) of the simulation where we make \( \rho_\bullet \) vary with values 0.1, 0.5, 1 and 2, respectively. The smaller the concentration of particles, the faster the separation of the phases and the smoother the profiles of the velocities. At this time the sedimentation profile is clearly visible for \( \rho_\bullet = 0.1 \), with a front on the velocity of the dense phase. This shock coincides with a peak of the density for the particles which results from the friction force. As \( \rho_\bullet \) increases these phenomena are not yet visible, but they will appear

Fig. 8. Bubbling regime: comparison of the evolution for a constant fluid viscosity and a density-dependent viscosity, starting from an inhomogeneous fluid. Here, \( \epsilon = 0, F = 1, \rho_\bullet = 5, \gamma = 1.4 \). For this run \( \zeta_{\text{Max}} = 10, \Delta x = 0.5, \Delta x = 0.04 \).
at later times. Note that at this time, the velocity of the dense phase is negative, indicating a motion mainly driven by gravity. The difference as $\rho_\star$ varies agrees with the physical intuition: as $\rho_\star$ increases the friction with the particles slows down the fluid which in turn delays the phase separation.

Next, we investigate how the long time behavior depends on the pressure law. To this end, we start with the same configuration: $\rho_\star$ is 0.5 and we compute up to time $T = 20$ for several values of the adiabatic exponent. Results are displayed in Fig. 2. The shape of the density of the dense particles for large times depends on the pressure law, according to the stability results in [7]: the convexity of the profile changes at the critical value $\gamma = 2$ where it is linearly shaped, as expected from the results in [7]. Conversely, the final shape of the density of particles does not change significantly. We remark also that the velocity of the dense phase becomes small, an effect more sensible for the large values of $\gamma$.

It is remarkable that the scheme preserves the entropy dissipation property stated in Proposition 1. Indeed, Fig. 3 shows the evolution of $\mathcal{F}_\rho$, $\mathcal{F}_D$ and the total free energy $\mathcal{F}_\rho + \mathcal{F}_D$. We observe that the total energy decays with time, while the evolution of the free energy of the particles or of the fluid can be more involved. Fig. 4 shows the evolution of the entropy dissipation rate, which remains negative. It is computed in two different ways: either we compute the evolution of the (discrete) time derivative $\frac{\partial}{\partial t} (\mathcal{F}_\rho + \mathcal{F}_D)$ (+-curve) or we compute directly the entropy dissipation term $\int \rho [\partial_t \Phi + \partial_t \ln \rho]^2 \, dx$ (continuous curve), as given by the dissipation properties of the limit system, see [7]. A good agreement is obtained for the two computations, except in transient states: clearly the relative importance of the external force over the maximal density of particles has a

\[ D\]
crucial role in the evolution of the free energy dissipation. These features do not change with the pressure law with shown results given by $\gamma = 1.4$.

Finally, with Figs. 5–7, we can compare the influence of $\epsilon$ on the evolution of the two-phase flows. The simulations are performed with $\rho_\ast = 0.5$, the adiabatic constant being $\gamma = 1.4$. The smoothing effect of the limit $\epsilon \to 0$ appears clearly when comparing the results for several values of $\epsilon$. The effect is sensible on the whole system since both the fluid unknowns $(n, u)$ and the macroscopic density of particles are smoother for small values of $\epsilon$. Note that for large times the density profiles look similar for $\epsilon = 0$ and $\epsilon = 0.1$; we can expect a similar feature in the case $\epsilon = 0.5$ but looking at larger times.

It is worth pointing out that in all the simulations, the microscopic density of particles indeed follows a centered Maxwellian profile and the total mass in both phases is perfectly preserved, as a consequence of the good treatment of the boundary conditions.

The code can be adapted to treat density-dependent viscosity models, as in (2). Reproducing the Hilbert expansion reasoning, we get

$$f^{(0)}(t, x, \xi) = \rho(t, x)M(\xi), \quad f^{(1)}(t, x, \xi) = -\xi M(\xi) \left( \frac{\nabla_x \rho - \rho \nabla_x \Phi}{n^2} - \rho u \right),$$

which in turn yields

$$\int_{\mathbb{R}^3} \xi f^{(1)} d\xi = -\left( \frac{\nabla_x \rho - \rho \nabla_x \Phi}{n^2} - \rho u \right).$$

![Density and Velocity Plots](image)

(a) $\beta = 0.9$, $\rho_\ast = 0.5$

(b) $\beta = 1.2$, $\rho_\ast = 0.5$

(c) $\beta = 2$, $\rho_\ast = 0.1$

(d) $\beta = 5$, $\rho_\ast = 0.5$

Fig. 10. Flowing regime: solution at time $T = 0.8$ for different values of $\beta$ and $\rho_\ast$. Here $\epsilon = 0$, $F = 1$, $\gamma = 1.4$. For this run $\xi_{\text{Max}} = 10$, $\Delta \xi = 0.5$, $\Delta x = 0.04$. 
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Therefore, the limit system as $\epsilon \to 0$ becomes
\[
\begin{cases}
\partial_t n + \text{div}_x (n u) = 0, \\
\partial_t (n u) + \text{div}_x (n u \otimes u) + \nabla_x p(n) + \eta_* n \nabla_x \Phi = \frac{\rho \nabla_x \Phi - \nabla_x \rho}{\rho}, \\
\partial_t \rho + \text{div}_x (\rho u) = \text{div}_x \left( \frac{\nabla_x \rho}{\rho} \nabla_x \Phi \right).
\end{cases}
\]

In vacuum regions, formally the solution tends to satisfy $\rho = Ze^{-\Phi}$, with $Z$ a normalization constant, and the right hand side of the momentum conservation equation vanishes. Note also that in the equation for $D$, we are faced with severe stability conditions, like $\Delta t/\Delta x^2 \leq 1/2 \min(n^2/|\nabla_x \Phi|)$, in these regions of small density of the dense phase. The code is adapted as follows: (12) now reads
\[
\partial_t f_r + \xi \cdot \nabla_x r_r + (n^2 u_r + \nabla_x \Phi) \cdot \nabla_x r_r = \frac{n^2}{\epsilon^2} L f_r + \frac{1}{\sqrt{\epsilon}} M(\xi) S_r(t,x,\xi),
\]
with
\[
S_r(t,x,\xi) = -\xi \cdot \nabla_x \rho - \xi \cdot (n^2 u_r + \nabla_x \Phi) \rho_r.
\]
Therefore, Step 1 of the algorithm is concerned with
\[
\partial_t f = \frac{n^2}{\epsilon^2} L f, \quad \partial_t r = \frac{n^2}{\epsilon^2} L f + \frac{1}{\epsilon} MS
\]

Fig. 11. Flowing regime: solution at time $T = 2$ for different values of $\beta$ and $\rho_*$. Here $\epsilon = 0$, $F = 1$, $\gamma = 1.4$. For this run $\xi_{\text{Max}} = 10$, $\Delta \xi = 0.5$, $\Delta x = 0.04$. 
where $S = -\xi \cdot \nabla \rho - \xi \cdot ((n^{k+1})^2 u^{k+1} + \nabla \cdot \Phi) \rho$, the pair $(u^{k+1}, n^{k+1})$ being produced by Step 0 as before, up to the obvious modification in the friction force term. Accordingly, we use the following modified version of (15)

\[ f^{k+1/2}(\xi) = M(\xi)\left(\rho^0 + e^{-(n^{k+1})^2/\varepsilon} \int_{\mathbb{R}^N} \xi \cdot f^k \, d\xi^*\right), \]

\[ r^{k+1/2}(\xi) = e^{-(n^{k+1})^2/\varepsilon} M(\xi) \left(\int_{\mathbb{R}^N} \xi \cdot f^k \, d\xi^*\right) + \frac{1 - e^{-(n^{k+1})^2/\varepsilon}}{(n^{k+1})^2} M(\xi) S^k, \]

where the last term comes from the formula

\[ \frac{1}{\varepsilon} \int_{\mathbb{R}^N} e^{(n^{k+1})^2/\varepsilon - (n^{k+1})^2/\varepsilon} \, d\sigma = \frac{1 - e^{-(n^{k+1})^2/\varepsilon}}{(n^{k+1})^2}. \]

We perform the simulation with the law indicated in Section 2 for defining the density-dependent viscosity by means of the adiabatic exponent: $\alpha = 3(\gamma - 1)/2$. To emphasize the difference between the density-dependent viscosity and the constant viscosity, we start from an inhomogeneous configuration for the fluid: we set $n_0(x) = \tilde{v}_{0,2} + 0.1 \, \tilde{v}_{2,4}$, and the fluid is at rest initially. Results are displayed in Fig. 8. For the densities the profiles are similar, especially for large time; but we note at the right end that the density of the fluid is larger in the density-dependent case: this model prevents the formation of vacuum zones. Furthermore, we remark that both density and velocity profiles are smoother in the density-dependent case. In particular, the oscillations appearing at the right end for large times in the velocity profiles are smoothed out.

Fig. 12. Flowing regime: solution at time $T = 2$ for different values of $\beta$ and $\rho_*$. Here $\varepsilon = 0$, $F = 1$, $\gamma = 1.4$. For this run $\xi_{\text{Max}} = 10$, $\Delta \xi = 0.5$, $\Delta x = 0.04$. 
4.2. Flowing regime

Our simulations are performed with the same kind of initial data than in the previous section, but a slight modification for the disperse phase: in order to avoid too brutal initial effects from the boundaries, we set

\[
f(0, x, \xi) = \rho_\star e^{-10(x - 2)^2/\varepsilon^2/2} e^{-\xi^2/2} \sqrt{2\pi}.
\]

Of course, simulating the equation with a small value of \( \beta \) is particularly tough since it produces a stiff term, \( \beta^{-2} \partial_\xi J \approx \beta^{-2} \partial_\xi (\rho u) \), in the momentum equation in Step 0 of the scheme. Keep in mind that with our scaling assumption this also means that \( \rho_e \ll \rho_p \) (which is the typical situation for combustion applications). Note that performing formally \( \beta \to 0 \) in the limit system (9) and (10) leads to the pressureless gases system! However, in our simulations it turns out that the value of \( \rho_\star \) has a strong influence on the behavior of the solution and the difficulty of the numerical simulation. In particular, there is a complex interplay between \( \beta \) and \( \rho_\star \): working with smaller values of \( \rho_\star \) allows to deal with small values of \( \beta \) before the oscillations appear in the computed quantities. At the beginning the particles act as a wall for the fluid, with a clear separation of the domain, especially when \( \rho_\star \) is not small. Besides, the shape of the particles distribution does not seem to be affected by the motion of the fluid during the first times. This is particularly clear in Fig. 9, where both the values of \( \beta \) and \( \rho_\star \) are small. Increasing the parameters might lead to a more involved behavior, as shown in Fig. 10. Considering later times, we observe a stronger influence on the particles density, as in Figs. 11 and 12. It is remarkable that the scheme reproduces brutal variations of the velocity. The particle density might also present some peaks, associated to the fronts of the density of the dense phase, and also to abrupt variations of the velocity, going from positive to negative values, see Figs. 11b and 12b–d. We also note that, while the pictures look very similar at earlier times, discrepancies appear for larger times, when dealing with several parameters: compare Fig. 9a, b and d with Fig. 11a, b and d. The code can be used to perform simulations for small values of positive \( \varepsilon \) as well but the main features remain essentially the same.

5. Conclusion

We introduce new numerical schemes specifically designed to handle asymptotic regimes for fluid–particles flows. A difficulty in our approach relies on the computation of the evolution semi-group associated to the Fokker–Planck operator, for which we propose a suitable approximation procedure, precisely based on the asymptotic regime we are interested in. Our scheme also includes a careful treatment of the boundary conditions which is required to preserve mass and to be consistent with the asymptotics. Here, we choose to apply the numerical strategy to simulate gravity/buoyancy driven flows. The schemes we propose are able to treat regimes of diffusive type and of hyperbolic type as well, and produce relevant results for a large range of the physical parameters.
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