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Abstract: This paper proposes a design methodology for the semi-automatic derivation of hardware
dedicated to a generic class of image analysis reconstruction problems. The study will focus on the
implications on the harware of the associated estimation algorithm and of the built-in underlying
minimization. A specific minimization strategy has been designed with a view to improving the
efficiency of specialized hardware (in terms of clock cycle and surface area). Convergence proofs are
given in the appendix. This new non-linear minimization has proved to be almost 4 times faster than
the classical method used in such a context. The VLSI derivation tool presented here is based on a
high-level specification of the updating rules defining the problem at hand. The complete derivation

is illustrated on an edge-preserving optical-flow estimator and on image restoration.
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Considérations dirigées par le matériel pour des applications basées

sur des fonctions d’énergie

Résumé : Ce papier propose une méthode de conception semi-automatique de matériels dédiés a
une classe générique d’applications de reconstruction en analyse d’images. Ce travail porte princi-
palement sur I’étude des conséquences d’une implantation matérielle des algorithmes d’estimation et
de leur minimisation sous-jascente. Une stratégie de minimisation spécifique a été élaborée dans le
but d’améliorer l'efficacité d’un circuit spécialisé (en terme de cycle d’horloge et de surface occupée).
La convergence de cet algorithme est d’autre part donnée en annexe. Cette nouvelle minimisation
non-linéaire s’est avérée étre & peu pres 4 fois plus rapide que les méthodes utilisées dans un tel
contexte. L’outil de dérivation VLSI présenté ici s’appuie sur une spécification haut niveau des regles
de remise & jour du probleme a traiter. Une dérivation complete est illustrée sur des applications

robustes d’estimation du mouvement et de restauration d’images.

Mots clés : Fonctions de cout robustes, Minimisation alternée, dérivation de circuits
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1 Introduction

Many reconstruction problems in image analysis or computer vision are formulated as the minimization
of an energy function. This objective function describes the interactions between the different variables
modeling the image features of the problem under consideration. It is generally composed of two terms.
The first one (the data term) expresses the global adequacy between the observed data and the unknown
variables that have to be recovered. The second term (the regularization term) encodes some smooth
prior on the desired solution. The essential role of the later is to tackle the inherent ill posed nature
of the reconstruction problems at hand. The Tikhonov regularization approaches [24] as well as the
Markov Random Field-based image analysis [9] or the Minimum description length principle [17] lead
to the minimization of such global energy functions.

A simple quadratic regularization term penalizes solutions with high gradient. Although this kind
of prior leads to a classical quadratic minimization problem, it has the disadvantage of smoothing out
the spatial discontinuities (or edges) of the underlying real solution.

To circumvent this problem, edge-preserving regularization has been recently introduced in com-
puter vision and image analysis [2, 3, 8]. Edge-preserving regularization is characterized by the substi-
tution of the classical quadratic norm of the Tikhonov regularization by a robust error norm function.
This kind of function reduces the effect of the large deviations occurring in the smoothness term.
According to a reformulation result [3, 10] the robust regularization term may be rewritten as a sum
of weighted quadratic potentials. The weights involved here are new auxiliary variables related to the
spatial discontinuities of the problem.

The minimization of such resulting energy functions is usually carried out alternatively with res-
pect to the unknowns and with respect to the discontinuity weights. However, the global minimization
to be performed is often an intricate problem: the number of possible configurations is generally very
large and the global energy function is usually non-convex. Computationally demanding stochastic re-
laxation algorithms are generally necessary to compute optimal solutions. Less CPU intensive iterative
methods are usually preferred.

The major drawback of iterative methods is the amount of computations required to update the
image. For real world applications the computation time quickly becomes prohibitive on workstations.
As a result, these energy-based models may become conceivable and “realistic” in computer vision if
and only if (i) a real time execution may be achieved and (i) the machines on which those models
are meant to be run are small enough to be used in embedded systems. Only hardware dedicated to
a given problem is able to comply with such constraints.

The conception of dedicated chips is actually a very difficult problem requiring great experience
and deep architectural and algorithmic knowledge to produce efficient tailor-made solutions. These
inherent difficulties arise from a dual problem analysis: the set up of an efficient algorithmic version
having reasonable properties from the architectural implementation point of view, and then, the
hardware design itself. Moreover these two stages are tightly interwoven. Whenever the chip concerned
does not satisfy some prescribed constraints (execution time cycle, or surface area), the definition of
the algorithm or the design choices must be further modified. A reliable tool to automatically (or semi-

automatically) derive specialized hardware from algorithmic specifications attenuates these difficulties.

PIn~1220
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It obviously greatly facilitates the VLSI design, but also allows the redefinition of the algorithm. Any
change on the algorithm may easily be transferred on the hardware with the VLSI derivation tool.
Following these general remarks, the purpose of this paper is to show that high level design metho-
dologies can be successfully used to design efficient dedicated hardware for a generic class of energy
based applications. We will first highlight the regularity and the locality of the minimization of stan-
dard energy-based model for image reconstruction problems. Then we will show how semi-automatic
synthesis of specialized hardware may be conducted for this kind of methods with the MMAlpha tool.
The outline of the paper is the following. First, we present the general model for dense image
reconstruction and the edge-preserving regularization principle. We also describe the way the mini-
mization of this type of energy functions is usually conducted. In the second part of the paper, we
show how interaction with the vLSI design has led us to consider a modified non linear minimization
strategy. The resulting minimization algorithm is not only well suited to VLSI implementation, but
also has proved to be very efficient. This efficiency is demonstrated experimentally on two different
low-level vision problems. Moreover, a convergence proof of this new minimization algorithm is given
in the appendix. The last part of the paper is devoted to a high level design methodology illustrated

on two applications: optical flow estimation and image restoration.

2 Discontinuity-preserving regularization

The kind of reconstruction applications we focus on is modeled as the following minimization problem:
w = arg min H (w), (1)

where w £ {w,,s € S} is the field of unknown variables indexed on the image lattice S (with
|S| = m x m = n). The field w may be either a p-vector field or a scalar field. Let f = {f,,s € S}
denote the observed data field. The general form for the energy function we will consider is the

following:

H(w) = |If —rwl® +a Y plllws —w,l), (2)

<s,r>€C
where k is a linear operator, « a positive number which balances the two terms of function #, and C
is the set of “cliques”. A clique is a set of mutually neighboring sites for a given neighborhood system
(4-neighborhood system throughout the paper). The function p is a standard robust M-estimator
[16] allowing to cope with the large deviations from the regularization term. These deviations occur
especially at spatial discontinuity locations.

The archetype objective function we focus on is representative of most of the energy functions
developed in reconstruction problems (such as image restoration [2, 10], optical flow estimation [2],
stereovision [26], computed tomography [11]). In image restoration, f denotes the degraded observed
intensity image and & is the point spread function of the imaging system [10]. In computed tomography
x is the Radon transform, the data being photons counted over an array of detectors. In dense
matching problem such as binocular stereo disparities estimation, dense depth map reconstruction
[26] or optical flow estimation, the corresponding energy function may be written in this general form
after a linearization of a non-linear data term arising from a constancy assumption [19]. In optical-flow

estimation this linearization leads to the well known optical flow constraint equation [15].

Irisa
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2.1 Iteratively Reweighted Least Squares Estimation

Let us now return to the robust estimator used in the model. Robust cost functions are continuous even
functions, increasing on R, and which penalize large “residual” values less drastically than quadratic
functions do. This is usually achieved by letting their derivative, called influence function in robust
statistics [16], have finite limit at infinity (usually zero). Indeed, unlike quadratic functions such
functions exhibit a saturating property in presence of large outliers. Their derivatives are negligible
in front of 2z.
From a practical point of view, these functions, which are often non-convex for improved robustness
[5] can be replaced by a semi-quadratic formulation. The idea is to reformulate the function p as being
the inferior envelope of a family of parabola. More precisely, under some simple conditions on p (mainly
the strict concavity of ¢(v) = p(y/v), see [2, 3, 8] for a complete account), there exist a function ),
continuously differentiable such that:
Vz € RT, p(z) = min 122 4 9 (2), (3)
z€(0,1]
where 7 = lim, — 07 ¢/(v). The auziliary variables z lie continuously on (0, 1] and continuously index

a family of parabola. The function ¢, which is never used in practice, is defined as:

Y(z) = o () (rz) —T2(¢) (ra). (4)

It is strictly decreasing (¢'(z) = —7¢ ~'(72) < 0) and strictly convex (1) < 0, [3]). The minimum in
(3) is given in closed form by [2, 3]:
p'(u)

: 2 _ =112
argzg%%ﬁ] Tzu” +P(z) = 5o =T @' (u®). (5)

Using this reformulation result, any multidimensional minimization in x of some ), p[g;(z)] can
be replaced by the minimization in (z,{z;}) of Y,[7zigi(z)? + 1(2;)] since both sums have the same
global minimum in z. The extra variables z; act as adaptative weights continuously lying in (0, 1].
The smaller is z;, the less important the contribution of g;(z). Figure 1 shows two standard robust
M-estimators with their respective weight functions.

In our case, the minimization of function H(w) (eqn. 1) is thus equivalent to the minimization
of a new energy function H*(w, 8) involving discontinuity auxiliary variables (or weights) Gs lying on
the dual edge grid of S :

H(w) = HgnH*(w,ﬁ), (6)
where
Hr(w, ) =5 —mwlP+ S S TBullw, —w, I+ 0(B) (7
<s,r>€C

In matrix notation this function may be written as:
* 1 T T
H (w,ﬁ)z;w Asw — b"w + cg, (8)

PIn~1220
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Cauchy 7 09r

Geman-McClure q 0.8

Cauchy

3.5 b 0.7

Geman-McClure

3r q 06

251 b 0.5

2r- b 04r

151 q 0.3

1 = 0.2

0.5 b 01

Figure 1: Two robust estimators with the same inflexion point. (a) Cauchy’s estimator p(u) = log(l + u?/o?)
for 0? = 0.25 and Geman-MacClure’s p(u) = u?/(0*+u?) for 0® = 0.75. (b) Associated optimal weight function
2(u) = 0%/ (u® + %) and 2(u) = o/ (u® + 0?)2.

where b 2 k7 f, ¢ £ 3 (HfH2 +ad srsec Q/J(BST)> and Ag is a symmetric positive definite matrix such

that Ag = K"Kk 4+ arLg, and L is a sparse matrix defined as (v denoting the neighborhood system):

{ Lg,. = —Pslp if s € v(r),0 otherwise (©)

Lﬁss = EjEV(S) /BST]IP

The minimization of the new compound function is usually led alternatively with respect to the
unknown w and to the weights g. First, the weights being fixed, the dual energy function H* is
quadratic in w (eqn. 8). One has thus to face a standard weighted least squares problem equivalent
to the resolution of the (sparse) linear system Asw = b. Due to its dimension this linear system
is solved by standard iterative methods (mainly Jacobi or Gauss-Seidel). For a fixed value of w,
following the previous theorem, the weights minimizing the energy function are computed explicitly
from equation (5). The whole alternate procedure constitutes an iteratively reweighted least squares

estimation (IRLS) [14]; it may be summarized by the following couple of equations:

witl = argyin((w, o)
. . . (wi*t —wi ! (10)
pItt = arg I%D(H*(wj—'_l,ﬂ)) = [ p2£||||'w§“7w£+1l\||) 0
where j stands for the iteration subscript, w’ = [w‘g ...wgn]T and g/ is a g-component vector!,
Bl = B ... gq]T where ¢, denotes two-site cliques. The convergence proof of this technique toward

a unique minimum (assuming the convexity of H(w)) may be found in [3, 16].
The value of 37*! can be computed explicitly (second equation of (10)), but w’*! must be estimated
with an iterative method (Jacobi or Gauss-Seidel usually), hence we introduce another index k& which

represents the stage of the iterative method. In the Jacobi case, the complete description of the

¢ =|C| = 2m(m — 1) in case of a 4-neighborhood.

Irisa
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algorithm is then:

(11)

wi_H = w,+p, ' with p/, :Dlgl(b—Aﬁwi),
with = limye0 w,

where Dj is the diagonal part of Ag (or block diagonal in case w, is not scalar).

2.2 Definition of Full Alternate Jacobi Minimization

This section explains the influence of the hardware design process on the original algorithm specifica-
tion.

In sequential implementations, Gauss-Seidel or conjugate gradients methods are usually prefer-
red because they converge faster than the Jacobi method. But when we target implementation on
massively parallel architectures, this advantage is counterbalanced by the fact that Jacobi method is
intrinsically fully parallel. This is not the case for other methods. Indeed, in the Gauss-Seidel case,
computations realized at stage k for each points use results of neighboring points obtained both at
current stage k and at stage kK — 1. In the conjugate gradient case, some global operations must be
performed to compute the descent direction and the optimal step. As a result, though being faster
those iterative methods induce a loss of parallelism or at least a more complex control to implement
them in parallel. Moreover, the convergence speed will no more be a crucial issue since the VLSI
implementation will provide very fast execution. So, the complexity and cost of the design will be far
more critical. These considerations led us to select the Jacobi iterative method.

From a vLSI implementation point of view iteratively reweighted least squares minimization also
has some limitations. First, a control procedure is needed to handle the switch between the weight
computing steps and the weighted least squares minimization. Such a control procedure makes proces-
sors more complex and induces an increase of the chip size. The second reason is even more important:
practical experiments demonstrate that, as the iteratively reweighted least squares minimization pro-
ceeds, the number of iterations necessary to compute the weighted least squares minimization decreases
at each step (the Jacobi algorithms computing w? in (11) converges faster and faster as j increases).
But this dynamic control is very difficult to implement efficiently in hardware, hence each Jacobi pro-
cess will generally be run for a fixed number of iterations. This may therefore produce very inefficient
computations (the processors will spend most of their time computing identities).

The idea that arises when deriving the hardware with the methodology described in section 3 is
the following: given that the hardware is required to compute the weights, it is better to update
the weights at each iteration of the algorithm than to compute them once the Jacobi algorithm has
converged. The clock cycle of the circuit depends on the critical path of the hardware design. This
critical path will be the same whether we compute the weight at every iteration or in a more episodic
way. The desire of obtaining a regular architecture with a simple repetitive behavior was also an
argument for this decision.

We propose here a modification of the iteratively reweighted minimization which yields a “fully” lo-
cal and regular minimization scheme. This property is essential and greatly facilitates the architectural
synthesis.

The proposed modification of the IRLS (10) consists in interweaving the two alternate steps in a

couple of iterative equations rather than in having an alternation between the update of the weights
PIn"1220
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and the iterative resolution of the linear system. Here, the resolution of the linear system at fixed
weights is replaced by one Jacobi iteration. The weights are then updated considering this current

vector. The resulting Full Alternate Jacobi Method (FAJM) may be described by the following system:

wk+1 = wk +pk with Pk = Dgl(b_Aﬁkwk%
RN
. o ok , (12)
. (Jwht —wk
gFtl = arg H%D(H*(wkﬂﬂ)) = [ p2£||||w’§+1—w’i+l‘\|l) I

the expression of the g-components vector 8% being computed from (5). Vector r* is the residual and
p”* is the gain. The convergence proof of this minimization strategy is presented in the appendix.
Before focusing on hardware specification for this kind of application, an experimental convergence

rate comparison will now be presented, for all the minimization algorithms described so far.

2.3 Comparative experimental study

The experiments set up are based on two representative low level vision reconstruction problems: image
restoration and optical flow estimation. The first problem involves scalar variables whereas the second
one associates vector variables. In both cases, we compared the performances of the two Jacobi based
alternate minimizations (IRLS and FAJM) with those of a pure Jacobi method (JM) in the particular
case of a corresponding quadratic formulation (without robust estimators). The experiments were
run on a benchmark of forty different types of 64 x 64 images for two different robust functions (Fig.
1). The parameters of the two robust estimators used were tuned in a such way that their respective
inflexion points coincide. In the case of the image restoration application a Gaussian noise of 10 dB
has been added to the 40 original images of the benchmark whereas in the motion estimation case a
synthetic velocity field presenting discontinuities has been applied to all the images of the benchmark.
For all the methods, the same convergence criterion was used. The convergence is considered as

being reached if, during one Jacobi iteration less than 3 per cent of the image points are changed.
Jwk—wi ™!
wg 1|

becomes lower than 0.01. As a result, in the IRLS case the method converges if the linear resolution

The value of image point, s, is declared as unchanged at iteration, k, if the relative norm

(i.e. at fixed weights) takes only one Jacobi iteration. In both applications the convergence speed of
the different methods has been experimentally evaluated in term of number of iterations (or number
of image sweeps). This measure is independant on the machine used; it is also significant since the
different algorithms have nearly the same cost per iteration. For information, the table 1 shows for
both applications and both robust estimators the ratio between one Jacobi iteration cost and one

FAJM iteration cost. The relative cost of the IRLS method is of course between these two.

Image restoration

Edge preserving image restoration may be modeled (in its dual form) as the minimization of the

following energy function [8]:

H¥(w, ) =D (f(s) —ws)*+a Y Bor(ws —w)* +9(Bsr), (13)

SES <s,r>€C
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CPU (it. FAIM)
CPU(it. Jacobi)

Geman-McClure 1.07 1.01
Cauchy 1.055 1.009

Image restoration | Optical flow

Table 1: Cpu-cost ratio of one Jacobi and FAIM iteration; the Cpu time has been evaluated on a SUN
Ultra Sparc 60 (360 MHz). For information, the cpu times for 100 iterations in the Jacobi case are:
1.55 s (Image restoration) and 2.66 s (motion estimation), which is of course, far too slow for real

time implementation.

where f stands for the observed degraded image and w = {ws,s € S} is the noise free image that has
to be recovered. Figure 2 shows a sample of the results obtained on the 40 images benchmark for the
different algorithms. All the algorithms were run for the same parameters’ value (i.e. o = 10, 02 =9
for the Cauchy estimator and o2 = 27 in case of the Geman-MacClure estimator).

As may be seen, the quadratic model leads to very poor, oversmooth, results. The solutions
obtained for the robust models are far better. Most of the photometric edges are now preserved
(the inscription on the last image is still readable for example). For the different methods, the total
number of iterations needed to reach convergence for each of the 40 images of the benchmark is plotted
in figure 3. The FAJM method is the fastest for both robust estimators. It is even faster than the
corresponding quadratic resolution. In the quadratic case, the initialization is likely to be more distant
(in the configuration space) from the unique minima than it is from the first local minima encountered
by FAJM in the robust case. IRLS method fails to reach rapidly such minima since this method start
to solve at the initial step the quadratic problem (with weights equal to identity).

The final energies attained by the respective methods are compared in figure 4. This figure repre-
sents the ratio between the final energy value reached for the method suggested (FAJM) and the IRLS
method. Finally, it must be emphasized, that the proposed non linear minimization produces the best
results in an energetic sense. Compared with the IRLS method it provides an average acceleration of
6.43 for the Cauchy estimator and of 5.72 for the Geman-MacClure estimator. It is also 3.72 times

faster than a corresponding quadratic resolution (resp. 3.17 for the Geman-MacClure estimator).

Optical flow estimation

Optical flow estimation aims at recovering the instantaneous displacement (or velocity) between two
consecutive images in an image sequence. Edge-preserving dense optic-flow estimation may be expres-

sed as the minimization of the dual function [2]:

Hw,p) =) (Viwe+ fls)* +a > o llws —wil” +9(Br), (14)

seS <s,r>€C

ofes

where Vf = (fs, fy)" stands for the photometric spatial gradient associated with image f(s,t),
whereas fi(s) = f(s,t + 1) — f(s,t) is the displaced frame difference, and « is a positive constant.
Variables w, are now vectors expressing the velocities at each image site.

For the two robust models associated with the two non-linear methods and for the quadratic
model with the Jacobi iterative method, we have plotted on figure 5 the total number of iterations

at convergence for each image of the benchmark. Otherwise, the final energies reached by both non
PIn~1220
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Figure 2: Sample of the results obtained for the 40 images benchmark. (a) Noisy images, (b) restored images
with the quadratic model, (c) restored images with the robust model (the IRLS method and the Cauchy estima-
tor),(d) restored images with the robust model (the FAIM method and the Cauchy estimator).

Irisa
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Figure 3: Image restoration: number of iterations at convergence.
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Figure 5: Optical-flow estimation: number of ilerations at convergence.
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Figure 6: Optical-flow estimation: ratio of the final energies reached for FAJM and IRLS methods
(H;‘AJM/H?RLS')

linear methods may be compared on figure 6, which represents the ratio between the final energies
obtained for FAJM and IRLS methods.

Again, one may observe that the FAJM method is fastest than the IRLS method. In average it is 4.15
times faster for the Geman-MacClure estimator and 3.93 times for the Cauchy’s one. The non-linear
minimization proposed here is as fast as a linear Jacobi resolution. Both non-linear methods produce
nearly the same results from an energetic point of view. Of course, since they do not correspond to
the same descent strategy they fall into different local minima of the energy function.

However the two reconstruction applications presented here demonstrate the efficiency of the non
linear method suggested (FAIM). Thus, the method is not only simpler from the point of view of VLSI

derivation, but also has proved to be much faster than the classical IRLS method.

Irisa
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Algorithm design High-level synthesis Logic synthesis

Bit level
Al Al Archi Archi Logic Archi
go go Refinement rchi rchi ynthesis | Archi
C Alpha T Alpha VHDL Layout

: MMAlpha‘edvironment . Logic synthesis environment
I ! I [ [l
T

N A
Designer environment
L

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 7: The synopsis of a global design. The languages of the different specifications are indicated. Dashed
lines represent possible backward annotations of specifications from lower level performance estimation.

3 Derivation of hardware for energy based applications

In this section, we detail how the synthesis of dedicated hardware can be done from high level speci-
fication of algorithms. The experiments have been conducted on the particular application of image

restoration and motion estimation, but we try to give a view of the process that is as global as possible.

3.1 Methodology

Hardware specification is very different from algorithm specification. Firstly, the scientific background
of the hardware synthesis community and image processing algorithm designers are generally very
different, hence communication between these two communities is difficult, whenever it happens.
Secondly, slight modifications of an original algorithmic specification may or may not imply very
important modifications on hardware, increasing or decreasing the complexity of the circuit generated.
Finally, since these two specifications are expressed in very different languages (like for instance, VHDL
and C), backward annotation, from a non-satisfactory hardware, to the original algorithm is complex, it
is indeed almost impossible to manage automatically (or at least semi-automatically) such backtracks.
Furthermore, the inherent translation between different formats is a potential source of errors which
are awkward to check. This leads most of the time to the following strategy: fixing definitively the
algorithm before deriving hardware and deriving one single kind of hardware. All these difficulties
increase the cost and the time to market of a dedicated hardware. Ideally, the design process should
be much more flexible. To that end and in order to circumvent the aforementioned design problems,
we propose here an approach based on a high level synthesis.

More precisely, our derivation process is based on the Alpha language [29, 18]. Alpha is a functional
language used in a program transformation environment called MMAlpha. Manipulating algorithms in

Alpha has the following advantages:

e It can describe high level functional specifications of algorithms as well as low level descriptions
of hardware. Hence it provides a common useful platform for image processing engineers and

hardware synthesis engineers.

e The translation from the original high level specification into the final hardware specification is
done by successive refinements of the original specification. The Alpha environment provides

a set of transformations which are proved to be correct (thus no hand made transformation is

PIn~1220
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necessary). The language allows strong static checks at each stage. The successive specifications

may also be simulated at each stage.

e Once the basic design flow has been set for a particular algorithm, it can very easily be modified
in order to explore the different possibilities in the design space. The original specification can

also be modified according to some results of the design process.

Figure 7 represents the overall architecture of a complete design flow with a tool like MMAlpha. The
design methodology is based on the systolic design methodology [25, 22]. The designer environment
is chosen by the algorithm designer. Usually algorithms are simulated in imperative languages (like
C of Fortran). The translation to the Alpha format corresponds to an imperative to functional
code translation [13]. The refinement in the MMAlpha environment is described in section 3.2, the
translation to VHDL (hardware description language) is done automatically. The last part of the design

is the logic synthesis which is usually performed with commercial tools.

3.2 Example of design methodology

We have chosen to illustrate the design methodology on the two edge-preserving reconstruction pro-
blems presented in section 2.3 (i.e. image restoration and optic-flow estimation). The resulting
architectures are conceptually very close but image restoration implies large data whereas optic-flow
estimation concerns smaller data path but relies on vector variables and leads therefore to a computa-
tion increase and to slower convergence rates (see §2.3). We will detail the steps of the methodology
only for the image restoration (but section 3.3 gives results for both applications).

The generic mathematical method based on full alternate Jacobi minimization for solving discon-
tinuity energy-based applications has been presented in equation (12). The first step of the design
methodology is to translate the initial specifications (eqn (12)) in a functional formalism (in our case,
recurrence equations [25]). Considering that the original image, f, is indexed with two indices i, j, and
that w(i,7,n) is the restored image after n steps of the FAIM iteration, the algorithm can be expres-
sed, according to a 4-neighborhood system (North, South, East, West), with the following recurrence

equations:

V(i 4,m) € {i gl <dij <m;l <n <P} re{(-10),(0,-1), (1,0),(0,1)}
—— N N N~

N w S E
- _ f05) + a ¥l Be(iy gy n)wl(i, §) + 5, 1]
g = T+ a3, Bulisgsn) (15)
ﬁn(i ] n) — a%’(w(z’,j,n) - w((z,]) + Han))

2(w(i, j,n) — wl(i, 7) + £,n])
For the sake of concision, equations corresponding to the signal initialization are not described. They
consist here in replicating the initial image (or vector field) on the borders. The above specification
can be syntactically transformed into Alpha code which is represented on figure 8.

The initial step of the design methodology (referred in the literature as uniformization or localiza-

tion [6]) transforms all broadcasts into a pipeline of data values in order to obtain a locally connected
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system restaur :{N,M,P | 3<=N; 3<=M; 3<=P}
(f: {i,j | 0<=i<=N+1; 0<=j<=M+1} of real; Alpha,Sigma2: real)
returns (W : {i,j | 0<=i<=N+1; 0<=j<=M+1} of real);
var
w : {i,j,n | 0<=i<=N+1; 0<=j<=M+1; 1<=n<=P} of real;
wNew : {i,j,n | 1<=i<=N; 1<=j<=M; 1<=n<=P} of real;
BetaS,BetaN,BetaE,BetaW : {i,j,n | 1<=i<=N; 1<=j<=M; 1<=n<=P} of real;
Numerateur, Denomin : {i,j,n | 1<=i<=N; 1<=j<=M; 1<=n<=P} of real;
let
BetaS[i,j,n] = Sigma2[]/(Sigma2[]+(w[i,j,n]-w[i-1,j,n])*(w[i,j,n]-w[i-1,j,n]));
BetalN[i,j,nl] Sigma2[]/(Sigma2[]+(w[i,j,n]-wli+1l,j,n])*(wli,j,n]-wli+l,j,nl));
BetaW[i,j,nl] Sigma2[]/(Sigma2[]+(w[i,j,n]-wli,j-1,n])*(wli,j,n]-wli,j-1,n1));
BetaE[i,j,n] = Sigma2[]/(Sigma2[]+(w[i,j,n]-w[i,j+1,n])*(w[i,j,n]-w[i,j+1,n]));
Denomin[i,j,n] = 1[J+Alphal]l*(BetaS[i,j,n]+BetalN[i,j,n]+BetaW[i,j,n]l+BetaE[i,j,n]);
Numerateur[i,j,n] = f[i,jl+Alpha[]l*(BetaS[i,j,n]*w[i-1,j,n]+Betal[i,j,nl*w[i+1,j,n]l+

BetaW[i,j,nl*w[i,j-1,n]+BetaE[i,j,n]l*w[i,j+1,n]);

wli,j,n] = case

{1 n=1}1 {| i=0}I {I i=N+1}| {| j=0X}I {I j=M+1} : £[i,jl;

{l 1<=i<=N; 1<=j<=M; 2<=n} : wlNewl[i,j,n-1];

esac;
wNew[i,j,n] = Numerateur[i,j,n] / Denomin[i,j,n];
Wli,jl = wli,j,P];
tel;

Figure 8: Alpha code for the image restoration application with Cauchy’s M -estimator (p'(z) = 0 /(0? + z?)).

This program corresponds to P iterations of the FAIM method on an NxM image.
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architecture. Here for instance, we will need to pipeline the image variables, £ [i,j], to all computa-
tion points (i,j,n). This processes replaces, in the program of figure 8, £[i,j], by pipef[i,j,n]

everywhere it is used and adds the following pipeline equation:

Pipef[i,j,n] = case
{l n=1; } : £f[i,j];
{| 2<=n<=P; } : Pipefl[i,j,n-1];

esac;

The resulting program is now uniform (every dependence vector is constant). There is no more
data broadcasts, the resulting architecture involves only local communications between neighboring
processing elements. The next steps, named scheduling and allocation, constitute the parallelization
stages. They govern intrinsically what kind of architectures we are finally going to deal with.

Scheduling of uniform recurrence equations has been widely studied (see [4] for example); it gives
an execution date for all the computations. An automatic schedule procedure is provided in MMAlpha,
a global clock is assumed and the execution date is given by a clock counter. The designer can
specify which signal he wants to store (in register) in one iteration computation (i.e. computation of
wNew(i,j,n) from w(i,j,n)). The simplest choice (which leads to the longest clock cycle) is to set
only one register on the path between w and wNew. This yields the following schedule: every local
variable of the program given in Figure 8 is computed at clock tick n, and wNew[i,j,n] is stored in
a register until it is used (at step n+1); final results W[i,j], being computed at step 1+P.

The designer has now to specify the allocation function. This function is usually a projection of
the dependence graph. Here, the trivial projection is (i,7,m) — (i,7) which means that each virtual
processor is in charge of one pixel of the restored image. In Alpha, once the schedule and projection
are chosen, one can express the computation in a basis such that the first index represents the time
and the other the processors, this is very convenient for a structural interpretation of the code. The
new indices of the resulting program are now denoted: t,pl,p2

At this point, the designer can check whether or not the image is present in the array at the
beginning (and whether or not the result should be output from the array). Here, the equation

defining Pipef (i.e. the image used at each step) is:

Pipef[t,pl,p2] = case
{It=1; } : flp1,p2];
{| 2<=t<=P; } : Pipef[t-1,pl,p2];

esac;

If we decide that the initial image £ [1,j] should arrive on the first column of processors (to respect I/O
hardware constraint), then another pipelining transformation can be performed. The new equations

for pipef are:

Pipef [t,pl,p2] =
P PL.P PipeIOf[t,pl,p2] = case

{l p1=0} : f[p2,-t+pl+2];
{l 1<=p1} : PipeIOf[t-1,pl-1,p2];

esac;

case
{I t=1} : PipeIOf[t,pl,p2];
{| 2<=t<=P} : Pipef[t-1,pl,p2];
esac;
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Figure 9: Processor array (Jacobi method) for image restoration. Original image (f) is input on the left of the array
and the result is output on the right of the array. The schematic of one cell is detailed on the right. Load and flush are
control signals, o is a parameter which can be input or stored in the array, other signals are data. In this implementation,
input and output (fin, fout) are pipelined but the control signals (load and flush) are broadcasted. The hardware has

been synthesized for optimum clock cycle; with greater clock cycles, some resources could be reduced (i.e. share operators)

The array showed on the left of figure 9 results then from a possible projection. From that point
onward, we have a representation of the array (size, shape) and a functional behavior of each processor
of the array (i.e., instruction executed at each time step of the global clock). In the example of figure 9,
data enter the array from the left and results are flushed out on the right. Let us note that for the
sake of clarity and simplicity we only show here the architecture obtained for the Jacobi case (without
weights computation).

The main difficulty in the low level transformations is the control generation. Indeed, all the
controls realized with operators of high level languages must be realized in hardware. Fortunately,
due to the computation regularity of uniform programs in Alpha, the control signal generation can be
done automatically. In the current example of figure 9, the load control signal is broadcasted (all the
processors start the computation simultaneously) but the loading of the image is pipelined from left
to right (signal fiy).

After the control generation step, an Alpha program which can be directly interpreted as an
architecture is obtained. One possible realization here is illustrated figure 9. All these steps have been
executed by MMAlpha functions controlled by the designer with a simple command line. The last
stage in MMAlpha is the adjustment of the bit sizes of each signal. A bit level simulation can be done
in the MMAlpha environment but this has to be tightly supervised by the user because it involves a

subjective appreciation of the results.
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The translation to synthesizable VHDL from this specification is automatic with MMAlpha and
the synthesis can continue with commercial tools. As mentioned earlier, this design process can be
easily modified in order to obtain other designs (for instance, pipelining control signals instead of
broadcasting them). Depending on the synthesis results (here, presented in section 3.3), we may want
to partition the array [23]. This transformation is not currently implemented in MMAlpha, but will
soon be. Partitioning is useful, because, as exemplified in section 3.3, this design methodology often
exploits “too much” parallelism (for the applications targeted here of course).

As partitioning, in the present state of MMAlpha, has to be done by hand, we have not studied it
in detail. However, we can evaluate a partitioning strategy. One simple way of reducing the number of
processors is to split the computation of the 6 x 6 array of figure 9 into 6 computations of a 6 x 1 array
(column partitioning). This requires a little more complicated procedure for handling Input/Output
but the ratio communication/computation is roughly the same. This partitioning lead to a number
of processor which is the square root of of the original number of processor (N instead of N2) at the
expense of multiplying the execution time by the same value (tN instead of t). One drawback of this
partitioning strategy is that it does not modify the I/O throughput. Having a lower I/O throughput

will require a more complicated control procedure for computations and Input/Output.

3.3 Design process results

Architectures were synthesized for the image restoration application and the motion estimation pro-
blem. For each of them, a bit level simulation in MMAlpha and an appropriate bit width was chosen
for each signal. The Jacobi and the FAIM methods have been implemented. For sake of computation

simplicity the Cauchy M-estimator was chosen as the robust cost function.

Image restoration

The simulation at the algorithmic level demonstrated in section 2.3 showed that 50 iterations were
sufficient to provide a good solution for both the Jacobi and the FAJM methods. Simulation of the
architecture (with the usual 32-bit floating point operators in C) showed that this is still true for the
architecture described in Alpha (figure 9). Simulation at the bit level showed that the use of robust
estimators required a large data-path for the signal. Considering that input images have 256 grey
levels (8 bits), the square computed in p' (remember that p'(u)/2u = 02/(0? + u?)) implies 16 bit
signals (at least for u?). Experiments showed that 13 bits are adequate for the other signals (i.e. no
overflow will occur). As the operations operate on real numbers, we have carried out simulations with
fixed-point operators (i.e adders, multipliers and dividers). These experiments showed that 7 bits for
the decimal part were necessary to keep the precision of the restoration. Figure 10 shows the bit level
simulation results.

Logic synthesis has been done (on the architecture roughly depicted in figure 9) for the Jacobi
and FAJM method, with 8-bit and 20-bit (i.e. 13+7) wide signals. For this architecture, we tried to
maximize parallelism, and we did not suppose that the initial data was in the array (this may occur
if we include sensors). Table 2 shows the estimated clock cycle of the architecture and the surface

area for one cell. These estimations were carried out using the Compass logic design tool on the VHDL
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16bits

Figure 10: Simulation at different precision levels for the image restoration with IRLS and Cauchy estimator
(50 iterations): 16 bits for the decimal part, (similar to computer precision), 7 bits, 6 bits and 0 bits (i.e

computations are done in integer). There is obvious degradation of the quality of the result between 7 and 6
precision bits.
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design characteristics area of 1 | Clock cycle | time for
cell (mm?) | (107%) convergence
(s)
Jacobi (8 bits) 0.12 mm? | 25 ns 5.5107%5
Jacobi (20 bits) 1.4 mm? 50 ns 1110 5s
FAJM (8 bits) 1.16 mm? | 50 ns 11 1075
FAJM (20 bits) 21.5 mm? | 100 ns 22 10 s

Table 2: Experimental results of hardware estimation for one cell of image restoration architecture. The robust estimator
used here is p(x) = log(1 + ;—z) Convergence time is evaluated with 220 iterations (120 for loading, unloading the image
and 100 for convergence). The technology used is A = 0.6um

code obtained with the MMAlpha translator. No divider was provided in the Compass library and was
therefore replaced by multipliers during the evaluations. All operators were fixed-point operators.
The number of iterations chosen (100) was far above what was needed (see section 2.3) for conver-
gence, but was set in order to have enough security with complex images. These results give an idea
of the size of our array. For instance, an FAJM array with 8-bit signals (i.e. not very precise) for a
64 x 64 image would represent a surface of 7 cm x 7 cm (with an image restored every 107> second).
An FAIM array with 20-bit signals for a 10 x 10 image would represent a surface of 5 cm x 5 cm
(with an image restored every 2 1075 second). Today, such an array is too large to include on a single
chip, but as pointed out before, we could change the design and partition it; the frequency of the
treatment (number of images restored per second: 10° and 5 10* respectively) is much too fast for our
requirements. It must also be born in mind that technology is constantly increasing integration and

that the current design has not been optimized (by hand) at all.

Motion estimation

Bit-level simulations showed that 14-bit wide signals were sufficient to provide good results. This is
due to the fact that input in this case consists of gradients which do not range from 0 to 256 as did
data input in the restoration case. Even with this simplification, the resultant motion estimation array
is slightly more complex than the restoration array, but much less than what could be expected from
examination of the algorithms.

Logic synthesis has been done on an architecture which is conceptually similar to the one presen-
ted in figure 9, with 8-bit and 14-bit wide signals. Table 3 shows the estimated clock cycle of the
architecture and of one cell area. A simple Jacobi relaxation for a 64 x 64 image would take a surface
of 7.5 cm x 7.5 ¢cm (with a motion estimation each 10~ second).

The architectures derived for the method providing best quality results (FAJM with 14 bits or 20
bits) are too expensive in term of surface area for realistic image size (i.e at least 256 x 256). A
partitioning of the array should be considered to implement effectively such kind of architectures.
Performances indicated in tables 2 and 3 could suggest that only very few processors are needed
to reach real time execution. But partitioning is much more complex and application dependent.

It should not be forgotten that for a particular application a higher rate (than 25 frames/s) could
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design characteristics area of 1 | Clock cycle | time for
cell (mm?) | (107%) convergence
(s)
Jacobi (8 bits) 0.4 mm? 37 ns 9.2 10755
Jacobi (14 bits) 1.4 mm? 56 ns 14 10 5s
FAJM (8 bits) 9.52 mm? | 89 ns 22 1076
FAJM (14 bits) 24.79 mm? | 117 ns 29 10 5s

Table 3: Ezperimental results of hardware estimation for one cell of optical flow estimation architecture. The robust
estimator used here is p(x) = log(1 + ;—z) Convergence time is evaluated with 250 iterations for the Jacobi relazation,

the technology used ts A = 0.6um

be required. In the motion estimation case, for example, it is generally admitted that the use of
a multiresolution strategy is almost inescapable (to estimate long range displacements) [2, 19]. In
this kind of framework, the estimation proceeds sequentially on a pyramid of images. Each motion
estimation on the different resolution levels are separated by a highly irregular warping step, [19],
difficult to parallelize efficiently. The estimation process should be therefore as fast as possible. In
that kind of situations a good tradeoff between feasibility and performances should be carefully studied

and tested. This studies were beyond the scope of the paper.

4 Conclusion

We proposed a design methodology for hardware synthesis of discontinuity preserving energy-based ap-
plications. This technique can be applied in various areas (image restoration, optical flow estimation,
stereo-vision, ...). To this end, we proposed a new formulation of the usual minimization technique
(namely Iteratively Reweighted Least Squares Estimation) for easier and more efficient hardware im-
plementation. The new non-linear method (FAJM) — whose convergence is well established — has been
intensively studied on two different applications. The experimental comparison between this method
and standard minimization techniques in that context demonstrates its efficiency and relevance. Fi-
nally complete and practical evaluation of the obtained hardware (in terms of area and clock cycle)
was implemented through a high level vLSI derivation tool.

The complexity of the architecture generated is inherent to the class of algorithms chosen in this
paper. However, recent research in computer vision tends to focus on this kind of algorithm [28],
justifying the choice of these hardware implementations. Finally, the derivation technique that we
used for VLSI design can also be used for FPGA design. Indeed the regularity of the design and the
automation of the process are very useful if we target a fast implementation on FPGA.

Partitioning is now a critical issue. Our synthesis results show that a non partitioned array will
be to expensive to built. A quick computation will show that one single processor of our array is not
fast enough to provide real time resolution. Hence we have to find a trade-of between these extreme
solutions. One possibility was mentioned in section 3.2, but this has to be carefully studied in relation

with the requirements of a particular application.
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The idea of integrating a processor behind a sensor has been studied for a while [27], and the concept
of smart sensors [7] and Active Pizel Sensor [20] led to numerous achievements. Bi-dimensional arrays
of such sensors have already been implemented [1]. However, because of current technology restriction,
these smart sensors are often implemented with full custom design (often in analog technology), which
is time consuming and error prone. We believe that the high level design methodologies that have
been developed for digital technology enable the achievements of more secure designs. Moreover, in a
few years, when the technology allows greater integration, the power consumption and price will be

advantageous for digital technology.
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A Convergence proof

In this appendix we study the convergence of the Full Alternate Jacobi Method (12). For proof
convenience, let us define this algorithm with the concept of point-to-set mapping [5, 21].

For any w € RP" define the function
FLR o (0] Flw) = 5= 1 (lws — w2, e s € (16)
and the mapping
M(w) = Jr@yw + Dgi,,b (17)
where
Jo = (I - D' Ag) (18)

is the Jacobi iteration matrix, A is the matrix of the half-quadratic energy function H*(w,8) (equ.
8-9) and Dy is the diagonal part (respectively block-diagonal if w; is not scalar) of Az. The algorithm

consists now of successive applications of the mapping:

Let us remark that matrix As is symmetric positive definite; it has strictly positive diagonal
elements (or positive definite diagonal-block elements and thereby regular) and negative off-diagonal
elements (see page 6). Spectral radii of matrices Jz are such that o(Jz) < 1. This results from the

following theorem [12]:

Theorem 1 Let J = I —D7'A be a matriz with A and 2D — A positive definite (D being the diagonal
part of A), then o(J) < 1.

This result shows that the iterative Jacobi method can be used for our problem. That is to say that
for fixed weights it converges.

Now we are going to show that FAIM also converges. This proof will use a central theorem (theorem
2). Lemma 1 will ensure that required assumptions are met, whereas proposition 1 states that the

limit of the iterative method is a stationnary point of H.

Proposition 1 Let the set 2 of fized points of M be defined as Q2 = {w € RF" : w = M(w)}, then
Q is also the set of stationnary points of H.
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we have:
~ Azw — b
Vi@ = ( 5 ) (19)
7 [Tllws — wr ] + 9 (6sr)]

The first part of this gradient equate to zero since w € Q and therefore w = M(w) = Jzw —I—Dglb,
hence from (18) w = (I — JE)_ID;;lb = A;b. The second part is null by definition of g = F(w) =
arg mﬁin’H*(ﬂ),,@) (Equ. 12). Finally, VH*(w, ) = 0.

Conversely, if (w, F(w)) is a stationnary point of H* then w = A;(lw)b thus M(w) = w and w is
a fixed point of M R

Lemme 1 The sequence H*(w”, g%) = L(w*)T Agrw” — b"wk + 4 converges and is decreasing. It is

strictly decreasing as long as it is outside Q. It becomes stationnary at step k if w* € Q.

proof First, let us prove that we have:

HH(wF !, B) < H*(w", ), VE, V. (20)

Application Taylor Mac-Laurin formulae around w to F(w) = H*(w + p,8) — H*(w,B8) with
p = D' (b— Agw) yields:

F(w) = VH*(w+0p,8)"p, with0 <6 <1
= [Ag(w + 0D, (b — Agw)) — b]"D; ' (b — Agw)

=—|lo- Aﬁ“’”%ﬁ;l +0(b— Agw)" (D' Ag) Dy (b — Agw) (21)

=—|b-— Aﬁw||2DEl +0||b— Aﬁw||2DEl —0]|b— A5w||2JﬁD51(since Dy Ag=1-1J,)

=@ -1)|b— Aﬁw||2D,1 —0||b— Aﬁw||2j p-1 <0 (Jg and Dg positive definite Vg).
s Bp
Now by definition of g*! = arg ngn(H*(wk+1,ﬁ)) we have
HH(wh 8" < HH(wh, 6F) = HA (w65 < HH(wh, ).

The difference F(w) is equal to zero if and only if w = A;'b (i.e. w € Q). Hence the inequality
is strict unless w* € Q. The sequence H*(w*,8*) being decreasing and bounded from below, it
converges. Wl

We have shown that {H*(w¥, 8%)}; converges when k — 400 to a value H*. We must show now
that the iterates (w*,s*) are converging too. The proof uses the concept of point-to-set mapping
M. We present here some conditions of continuity, compactness and monotonicity that must hold to
satisfy the conditions of application of a convergence theorem related to this framework [21].

We consider here the minimization problem of a continuous function f defined on a closed subset
G of R". One iteration of the optimization methods under consideration is defined as follows: starting
from a point y; € G (i =0,1,2,...) the iterate is y;11 € M(y;) where M is a point-to-set mapping
from G into the non-empty subsets of G (the initial point yy being arbitrary). The point-to-set mapping
PIn"1220
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is said to be (i) strictly monotonic (w.r.t. &) if there exits a function, £, such that £(y;+1) < &(v;)
whenever y; is not a fixed points of M. Furthermore, it is said to be (i) upper semi-continuous at y
ifz; € M(y;) (1 =0,1,2,...) with y; = ¥ and z; — Z implies Z € M(%y); this property holds on G
if it holds at all points of G. Finally, M is said to be (7ii) uniformly compact on G if there exists a
compact set © such that for all y € G, M(y) C O.

Theorem 2 (Meyer [21]) Let M be a point-to-set mapping uniformly compact and upper semi-
continuous on G, and strictly monotonic with respect to the function €. If {y;}; is some sequence
generated by the algorithm corresponding to M, then all accumulation points are fized points, &(y;) —
£(y), where § is a fized point, ||yiy1 — yill = 0, and either {y;}; converges or the accumulation points

of {yi}i form a continuum.
We show that the conditions (i- i) are verified with £ = H and M(w) = Jzq,wk + D;(lw)b.

i) follows directly from lemma 1 since H(w) = ming H*(w, 8) = H*(w, F(w)).

i) is straightforward in our case since M is a one-to-one mapping we have w* = M(z"*) (and not

only w* € M(z")).

i11) The sequence M(w) is bounded since H(M(w)) < H(w) and limgy|| 00 H(w) = +00. Therefore

M is uniformly compact on RP".

It follows from theorem 2 and proposition 1 that any sequence {'wk}/rC generated by the algorithm
M has convergent subsequences whose limits are stationnary points of H. The sequence {w*}; either
converges or the accumulation points form a continuum in the set of fixed points, 2. The possibility
of a non convergent behavior of the algorithm is not crucial since we are dealing (as usual in hardware
implementation) with a finite number of iterations. If this number is sufficiently large then proposition
1 and theorem 1 guaranty to stay at least in a continuum of stationnary points of the energy function.
Futhermore the eventuality to converge toward saddle points is rather unlikely since these points are

known to be numerically unstable.
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