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Abstract
A recently celebrated kind of deep neural networks is Generative Adversarial Networks. GANs are generators of samples from a distribution that has been learned; they are up to now centrally trained from local data on a single location.

We question the performance of training GANs using a spread dataset over a set of distributed machines, using a gossip approach shown to work on standard neural networks [1]. This performance is compared to the federated learning distributed method, that has the drawback of sending model data to a server. We also propose a gossip variant, where GAN components are gossiped independently. Experiments are conducted with Tensorflow with up to 100 emulated machines, on the canonical MNIST dataset.

The position of this paper is to provide a first evidence that gossip performances for GAN training are close to the ones of federated learning, while operating in a fully decentralized setup. Second, to highlight that for GANs, the distribution of data on machines is critical (i.e., i.i.d. or not). Third, to illustrate that the gossip variant, despite proposing data diversity to the learning phase, brings only marginal improvements over the classic gossip approach.

1 Introduction
GANs are generative models, meaning that they are used to generate new realistic data from the distribution of an existing dataset. Those have been introduced by Goodfellow et al in seminal work [5]. Applications are for instance to generate pictures from text descriptions [12], or to get super-resolution from basic images [9]. A GAN is a machine learning model, and more specifically a certain type of deep neural network (noted DNNs hereafter). As for all other DNNs, GANs require a large training dataset in order to implement the target application. Nowadays, the norm is for service providers to collect large amounts of data into their datacenters; the learning phase is then taking place into those premises. There is thus an obvious interest and challenge to learn over spread datasets, possibly located out of the datacenter, in order to leverage as much data as possible.

Background on Generative Adversarial Networks The fundamental particularity of GANs is that their training phase is unsupervised, i.e., no description labels are required to learn from the data. A classic GAN is composed of two elements: a generator $G$ and a discriminator $D$. Both are deep neural networks. The generator takes as input a noise signal (e.g., random vectors of size $k$ where each element follows a normal distribution $N(0, 1)$) and generates data with the same format as training dataset data (e.g., a picture of 128x128 pixels and 3 color channels). The discriminator receives as input either some data generated by the generator, or data from training dataset. The goal of the discriminator is to guess from which source the data is coming from. At the beginning of the learning phase, the generator generates data from a probability distribution and the discriminator quickly learns how to differentiate that generated data from the training data. After some iterations, the generator learns to generate data which are closer to the dataset distribution. If eventually, the discriminator is not able to differentiate both, then the generator has learned the distribution of the data in the training dataset (and thus has fitted an unlabeled dataset in an unsupervised way).

Formally, let a given training dataset be included in the data space $X$, where $x$ in that dataset follows a distribution probability $p_{data}$. Let a GAN, composed of generator $G$ and discriminator $D$, which tries to learn this distribution. As proposed in the original GAN paper [5], we model the generator by the function $G_w : \mathbb{R}^k \rightarrow X$ where $w$ contains the parameters of its DNN and $k$ is fixed. Similarly, we model the discriminator by the function $D_\theta : X \rightarrow [0, 1]$ where $D_\theta(x)$ is the probability that $x$ is a data from the training dataset, and $\theta$ contains the parameters of the discriminator. The learning consists in finding the parameters $w^*$ for the generator:

$$\arg \min_w \max_\theta \mathbb{E}_{x \sim p_{data}} \left[ \log D_\theta (x) \right] + \mathbb{E}_{z \sim p_z} \left[ \log (1 - D_\theta (G(z))) \right]$$

where $P_z$ is a multivariate normal distribution of a $k$-dimensional random vector. In this equation, $D$ tries to minimize the classification error on real data (the left side of the equation) and the error of classification on fake data (in the right side). $G$ tries to maximize the right side $\mathbb{E} \left[ \log(1 - D(G(z))) \right]$ (it
does not have impact on the left side), that means it tries to maximize the classification error of $D$ on generated data.

### 2 Federated learning vs gossip

#### 2.1 Experimental setup

We experiment on the Google Tensorflow platform. We emulate $N$ machines, each containing an equal (i.i.d) share of the training dataset, so that one GAN per machine is trained, and data shares never leave their original machine. We use the MNIST dataset, which is composed of 60,000 images of handwritten digits of size $28 \times 28$ pixels. The dataset is composed of 10 classes (we do not leverage the class labels in experiments as GANs are unsupervised learning methods).

The GAN model used comes from the open source models of the Tensorflow platform: $G$ is composed of two fully-connected layers of sizes 1024 and 6272, followed by 2 transposed convolutional layers with respectively 64 and 32 filters, and a final layer convolutional layer using one filter. $D$ is composed of 2 convolutional layers with respectively 64 and 128 filters, followed by a fully-connected layer of 1024 neurons and a last one of 1 neuron. We use the same training configuration as for the standard neural network case. $G$ takes as input batches of random vectors of size 128 where each element is generated from a normal distribution $\mathcal{N}(0, 1)$. We set the total number of iterations to $I = 20,000$ for $G$ in all experiments.
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**Figure 1.** The different communication setups considered: a) Stand-alone (i.e., no collaboration between machines), b) Federated learning, c) Gossip DDL, and d) Gossip_ind DDL. Red and blue arrows represent the movement of $G$ and $D$.

**Competing approaches**

(i) A stand-alone version (Figure 1a), intended to illustrate the baseline of a distributed dataset, but non-collaborative computation. In this setup, one GAN is trained per machine without any communication or collaboration with other participants. Each GAN uses only local data on its machine.

(ii) The federated learning [11] approach (Figure 1b). We apply it to GANs, by considering that each machine $i$ trains its GAN and then sends its parameters (both $w_i$ and $\theta_i$) every $K$ iterations to a parameter server (PS). This server averages all received $w_i$ and $\theta_i$, and sends them to all machines at the beginning of the new iteration. Please note that federated learning was not proposed for the learning of GANs; we are using this server-centric approach as an expected upper bound on the performance of the trained of GANs.

(iii) The state of the art of distributed deep learning using gossip communication [1], that was not previously experimented on GANs. Every $K$ local iterations, each machine $i$ sends its parameters (both $w_i$ and $\theta_i$) to a neighbour $j$ (Figure 1c). We consider the neighbour $j$ as randomly selected among all machines at each communication step. The machine $j$ averages received $w_i$ and $\theta_i$ with their local parameters $w_j$ and $\theta_j$ before running a new learning step of $K$ iterations. We name this approach Gossip DDL.

(iv) A variant of the Gossip DDL where $G$ parameters ($w$) and $D$ parameters ($\theta$) are not sent to the same machine during each communication step (independent destination selection, as on Figure 1d). So a machine $i$ averages its parameters $w_i$ and $\theta_i$ with $w_j$ and $\theta_j$, where $j$ and $k$ are two different machines. The idea is to mix $G$ and $D$ couples during the learning process, in the hope for better performance facing data variety, as illustrated in [8] in a central setup. We name this variant Gossip_ind DDL.

**Metrics**

Evaluating generative models such as GANs is a difficult task. Ideally, it requires human judgment to assess the quality of the generated data. Fortunately, in the domain of GANs, interesting methods are proposed to simulate this human judgment. The main one is named the Inception Score (we denote it by IS), and has been proposed by Salimans et al. [13], and shown to be correlated to human judgment. The IS consists in applying a pre-trained Inception classifier over the generated data. The Inception Score evaluates the confidence on generated data classification (i.e., generated data are, or not, well recognized by the Inception network), and the diversity of output (i.e., generated data are not all the same). To evaluate the competing approaches on MNIST, we use the MNIST score (we denote it by MS), similar to the Inception score but using a classifier adapted to MNIST data instead of Inception net. Heusel et al. propose a second metric named the Fréchet Inception Distance (FID) in [7]. The FID measures a distance between the distribution of generated data $P_G$ and real data $P_{data}$. It applies the Inception network on a sample of generated data and another sample of real data and suppose their outputs are Gaussian distributions. The FID computes the Fréchet Distance between the Gaussian distribution obtained using the generated data and the Gaussian distribution obtained using real data. As for the Inception distance, we use a classifier more adapted to compute the FID on the MNIST dataset. We use the implementation of the MS and FID available in Tensorflow.

---

1We use code from https://github.com/tensorflow/models/blob/master/research/gan/mnist/util.py.
2.2 Scalability vs performance

We consider that each machine hosts 1/N of the MNIST dataset, randomly i.i.d. split. The overall number of samples remains constant (60,000 pictures). The goal is to assess the scalability of competitor performances. We train all approaches with a number K = 200 of local iterations between two communication steps (not applicable for the stand-alone method) and a total number of I = 20,000 iterations. We run the training for N ∈ {1, 2, 10, 100}. Note that N = 1 corresponds to the central case, and that for N = 2, federated learning and the two gossip methods are equivalents, i.e., the parameters of both nodes are averaged at each communication step (solely the federated learning curve is presented).

The MS (Inception score) and the FID are measured after each communication step. The mean score of all GANs on all machines, and for each competitor, is reported in Figure 2. To better understand the performance of final GANs in practice, we plot few samples generated by those at the end of each run (i.e., after 20,000 iterations), on Figure 3. Finally, Figure 4 presents the final GANs best scores at the end of runs, as well as standard deviations on individual machines.

Experiment Results  We first observe that the Stand-alone baseline shows larger score deviations due to non collaboration (Figure 4). Very clearly, Stand-alone learning suffers from the lack of local data in the case where N = 100, and thus cannot provide satisfying learning results (Figure 3 for N = 100). From this moment onward, the need for a collaborative approach is clearly required for performance reasons.

As expected, federated learning obtains the best results on MS and FID with N = 10 and N = 100, which are similar or greater than the result of centralized run (N = 1). This comes at the cost of sending all G and D parameters of each machine to a server to average them at each communication step, as well as requires a large bandwidth on that server for gathering all model updates from machines [6].

Third observation is that the gossip learning methods for GANs can obtain good results too. Gossip DLL methods obtain close results for N = 10 and N = 100; second we observe that the variant Gossip_ind only marginally improve results. For N = 10, Gossip DDL obtains similar results to federated learning for the FID metric, and close enough for the MS metric. For N = 100, Gossip DDL results decrease compared to federated learning but are yet much better than the ones of the stand-alone method. Score deviations for gossip methods are larger than for federated learning; this may justify a final aggregation step at the end of runs, where all machines distributedly converge to keeping the best G and D couple only. The figure 3 shows that samples generated by gossip methods also look realistic for most of them.
The conclusions of this position paper are that: (i) the gossiping process of GANs gets the learning performances close enough to the one of federated learning, with the benefit of an absence of a central server. This empirical fact was not reported in [1] even for the gossip of a classic neural model. Future works should confirm this observation drawn from the MNIST dataset on more datasets and GAN architectures. (ii) for GANs, the initial distribution of data (i.e., i.i.d. or not) is crucial for convergence. (iii) the intuition (led by reference [8]) that the competition of shuffled $\mathcal{G}$ and $\mathcal{D}$, in order to bring more diversity, only brings marginally better scores as compared to the basic gossip method.

This calls for improved distributed learning techniques in the specific context of GANs, including more advanced gossiping ones, in order to bridge the gap between federated learning (centralized) and a fully distributed learning step.
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