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Continuous-Monitoring Using Event Driven Reporting
for Cluster-Based Wireless Sensor Networks
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Abstract— Continuous-monitoring applications are an important
class of wireless sensor networks (WSNs) applications. These ap-
plications require periodic refreshed data information at the sink
nodes. To date, this entails the need of the sensor nodes to transmit
continuously in a periodic fashion to the sink nodes, which may lead
to excessive energy consumption.

In this paper, we show that continuous-monitoring does not imply
necessarily continuous reporting. Instead, we demonstrate that we
can achieve continuous-monitoring using an event-driven reporting
approach. Building on this, we propose two new mechanisms that en-
able energy conservation in continuous-monitoring WSNs. The first
mechanism can augment any existing protocol, whereas the second
is conceived for cluster-based WSNs. With both mechanisms, sensor
nodes only transmit information whenever they sense relevant data.
To evaluate the efficiency of our proposals, the basic unscheduled
transmission model and three well-known cluster-based protocols
are used as baseline examples. Specifically, new analytical models
for conventional cluster-based systems and for our approach-enabled
systems are complemented by simulations in order to present a
quantified perspective of the potential benefits of the proposed
reporting technique. We prove that significant energy conservation
can be achieved using our reporting approach.

Index Terms— Wireless sensor networks, clustering, energy-
efficiency, continuous-monitoring, event-driven reporting.

I. I NTRODUCTION

Wireless sensor networks (WSNs) rely on the cooperative
effort of the densely deployed sensor nodes to gather data
information from the supervised area [1] [2], typically either to
achieve environmental monitoring or target tracking and sensing.
Both applications produce light traffic compared to traditional
wireless networks, but with different characteristics. While envi-
ronmental monitoring often requires continuous-monitoring of the
supervised area (i.e., each sensor node transmits periodically its
sensed data to the sinks node), target tracking requires instead
Event-Detection Driven (EDD) WSNs, where communications
are triggered by the occurrence of a pre-specified type of events.
In this case, once an event occurs, it is reported to the sink node
by the sensors within the event area.

Copyright (c) 2008 IEEE. Personal use of this material is permitted. However,
permission to use this material for any other purposes must be obtained from the
IEEE by sending a request to pubs-permissions@ieee.org.

Manuscript received February 20, 2008; revised October 28, 2008.
Nizar Bouabdallah is with INRIA Rennes - Bretagne Atlantique (Institut

National de Recherche en Informatique et en Automatique), Campus de Beaulieu,
35042 Rennes cedex, France (phone:+33299847471; fax:+33299847171; e-mail:
nizar.bouabdallah@inria.fr).

M. E. Rivero-Angeles is with INRIA Rennes - Bretagne Atlantique (Institut
National de Recherche en Informatique et en Automatique), Campus de Beaulieu,
35042 Rennes Cedex, France, on leave from the Telematic Section, Advanced
Technologies and Interdisciplinary Engineering Professional Unit (UPIITA-IPN),
Mxico City, 07340, Mxico (e-mail: Mario.Rivero@inria.fr).

Bruno Sericola is with INRIA Rennes - Bretagne Atlantique (Institut National
de Recherche en Informatique et en Automatique), Campus de Beaulieu, 35042
Rennes cedex, France (e-mail: Bruno.Sericola@inria.fr).

In this work, we focus on the class of continuous monitoring
applications where the final user requires the most recent values
sensed by the sensor nodes. Hence, each sensor node periodically
produces data information and reports to one or several sink
nodes. This typically implies that sensor nodes continuously
transmit their information regardless of whether they have rel-
evant data or not [14]. By relevant data we refer to data that
contains different information from the previous data information
transmitted by the same sensor.

In view of this, we propose two schemes that perform intel-
ligent reporting of the data information to the sink nodes by
avoiding the transmission of extra and non relevant data informa-
tion. For example, consider a continuous-monitoring temperature
application, where each sensor node transmits periodically the
sensed temperature to the sink node [2]. In such application,
it may happen that sensors have very similar reading during
long periods of time and it would not be energy-efficient for
sensors to continuously send the same value to the sink node.
The network lifetime would be greatly increased by programming
the sensors to transmit only when they have sensed a change
in the temperature compared to the last transmitted information.
In doing so, the end user would have a refresh value of the
temperature in the supervised area even if the sensors are not
transmitting continuously in a periodic fashion. The final user
would have exactly the same information gathered by the WSN as
with the classical continuous-monitoring applications, but while
the sensors only transmit when there is relevant data.

We refer to this technique as Continuous-Monitoring based on
an Event Driven Reporting (CM-EDR) philosophy. Specifically,
our proposed CM-EDR mechanism can be viewed as a particular
type of EDD applications, where an event is defined as an
important change in the supervised phenomenon compared to the
last reading sent to the sink node. However, the main difference
with typical EDD applications is that with CM-EDR, the end user
would have a continuous reading of the phenomenon of interest,
which is not the case with EDD applications

We emphasize the difference in terms of goals and pro-
duced traffic between CM-EDR applications and classical event-
detection driven (EDD) applications. For instance, considering
EDD temperature application, typically used for fire detection,
the sensor nodes advertise the sink node only if the sensed
temperature exceeds a pre-specified threshold. Instead, with CM-
EDR-enabled continuous-monitoring temperature application, the
sensor node advertises the sink node with the new information,
each time the sensed temperature changes with respect to the last
transmitted data.

Specifically, assume that the nodes sense periodically, each
δ period of time, the local temperature. Consider the scenario
where the temperature sensed by a given sensor node evolves
as follows: att0, Temp(t0) = 68◦F ; Temp(t0 + δ) = 68◦F ;
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Temp(t0 +2δ) = 70◦F . Considering an EDD application with a
threshold equal to100◦F , no report is transmitted to the sink
node. With a classical continuous-monitoring application, the
sensor node transmits periodically its sensing data, i.e., three
reports are transmitted to the sink node. Enabling the CM-EDR
option, the sensor node transmits only two reports att0 and at
t0 + 2δ.

Using the CM-EDR philosophy, we propose a first mechanism
to improve the energy-efficiency in continuous-monitoring WSNs.
This mechanism is protocol-independent in the sense that it can
be applied to any reference protocol. This mechanism is designed
therefore as an extension layer that can augment any of the
existing WSN protocols (i.e., MAC and routing protocols).

In this study, the basic case where sensors communicate
directly with the sink node (i.e., unscheduled architecture [2])
in addition to three cluster-based reference protocols [15] – [17]
are used as baselines to which the CM-EDR improvements could
be compared. In addition to the unscheduled architecture, using
cluster-based architectures is motivated by the results in [15]
– [17], which highlight the significant energy conservation that
could be achieved when clustering sensors into groups, so that
sensors communicate information only to cluster heads (CHs),
which communicate the aggregated information to the sink node.
In view of this, the second mechanism based on the CM-EDR
philosophy, which is more appropriate to the class of cluster-
based WSNs, is proposed in this work.

In both WSNs architectures, unscheduled or cluster-based,
contention-based MAC protocols (i.e., random access protocols)
need to be used. In particular, for the cluster-based architectures,
random access protocols are used at the set-up phase of the
clusters, i.e., when forming the different clusters. The energy
consumed in this phase is far from being negligible and need to be
considered in order to conduct a fair comparison between cluster-
based and unscheduled architectures. Even though, a common
assumption in previous works is the negligence of the energy
consumed in the cluster formation phase. However, as it is shown
in this paper, the random access protocol and the backoff policy
implemented to resolve access conflicts in the cluster formation
phase have an important impact on the WSN performance. In
this paper, we provide an in-depth and fair comparison between
cluster-based and unscheduled architectures by considering vari-
ous random access protocols at the cluster formation phase.

The main contributions of our work are summarized as follows:
• First, an in-depth comparison between cluster-based and

unscheduled architectures is realized in order to explore
the main interest of WSN clustering. To achieve this, we
consider various contention-based MAC protocols. Specifi-
cally, different variations of the carrier sense multiple access
(CSMA) are considered such as non-persistent CSMA (NP-
CSMA), one-persistent CSMA (1P-CSMA) and CSMA with
collision avoidance (CSMA/CA). Moreover, different back-
off policies are investigated such as geometric backoff (GB),
uniform backoff (UB), binary exponential backoff (BEB)
and negative exponential backoff (NEB).

• As a second main contribution of our work, two mecha-
nisms based on the CM-EDR philosophy are proposed to
conserve energy in continuous-monitoring WSNs. The first
mechanism can augment any existing protocol, whereas the
second is conceived for cluster-based WSNs. With both

mechanisms, sensors only transmit their data whenever an
event occurs. Moreover, with the second mechanism, if a
CH has not received data from any of the cluster members
(CMs) during a certain number of consecutive slots, then the
CH goes to sleep for a predefined period of time which is
advertised to all CMs. During this period, the sensor nodes
transmit directly to the sink node if needed. Once the CH
wakes up again, CMs resume their transmissions through the
CH using their previously designated time slots. In doing so,
we aim at achieving further energy conservation in cluster-
based WSNs. This benefit, however, comes at the cost of
increasing the transmission power at the sensor nodes during
the CH sleeping period. This tradeoff between the energy
consumption at the CHs and their associated CMs is also
investigated in this work.

• Finally, new analytical models for conventional cluster-
based systems and for our approach-enabled systems are
complemented by simulations in order to quantitatively
evaluate the benefits of the proposed reporting techniques.
The mathematical models provide explicit expressions of
both the energy consumption and the reporting latency.

The organization of the paper can be divided in two parts: In the
first part, sections II, III and IV are dedicated to present, compare
and analyze the reference protocols used to appreciate the gains
introduced by the CM-EDR mechanism. In the second part,
sections V and VI analyze and compare the CM-EDR enabled
protocols with different system parameter values. Specifically,
section II reviews the reference cluster-based protocols used as
baselines to which the CM-EDR improvements are compared.
Following this, section III specifies the system model and com-
pares the basic LEACH cluster-based architecture [15] to the
unscheduled architecture using different random access protocols
in order to investigate the main interest of WSN clustering. In
section IV, a theoretical framework is developed to evaluate the
energy consumption and the reporting latency with the basic
LEACH protocol. Then, section V describes our proposed CM-
EDR mechanisms and extends the analytical model to evaluate
the WSN performance when using our CM-EDR philosophy.
Simulations have been performed to validate the analytic results;
using these results, a study of the characteristics of the CM-
EDR system is presented in section VI. The performance of our
proposal is evaluated, using the basic unscheduled architecture
and three well-known clustering protocols as baseline examples.
The article concludes with a summary of our conclusions and
contributions.

II. REFERENCEPROTOCOLS

As stated before, in this work we focus mainly in cluster-
based reference protocols for the introduction of the CM-EDR
mechanism. The reason for this is that, as show in section III,
clustering sensor nodes provides several advantages compared to
the unscheduled case. It allows reducing the energy consumption
due to collisions, idle listening and overhearing by coordinating
sensor nodes belonging to each cluster with a common schedule.
The CH assigns resources by clarifying which sensor nodes
should utilize the channel at any time ensuring thus a collision-
free access to the shared data channel. Specifically, the following
WSNs will be considered in the analysis as baselines to which
the CM-EDR improvements are compared.
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• Unscheduled MAC protocol-based WSNs [2]: In this case,
the sensor nodes transmit directly their sensing data to the
sink node without any coordination between them.

• Cluster-based WSNs (i.e., scheduled MAC protocol-based
WSNs): The WSN is divided into clusters. Each sensor
communicates information only to the CH, which commu-
nicates the aggregated information to the sink node. In our
study, we considered three well-known clustering protocols:
Low Energy Adaptive Clustering Hierarchy (LEACH) [15],
Hybrid Energy-Efficient Distributed clustering (HEED) [16]
and the clustering protocol of [17] that allows multi-hop
communications inside the clusters. This latter, called hence-
forth as MH clustering, can be seen as an extension of the
LEACH protocol to the multi-hop case.

It is worth noting that we use both scheduled and unsched-
uled MAC protocol-based WSNs to show the capability of our
proposed CM-EDR mechanism to augment any WSN design.

Four main sources of energy wastage can be identified in
WSNs: collisions, overhearing (when a node receives an un-
intended packet), idle listening (lost energy while listening to
the medium to receive possible traffic that is not sent) and
overhead (due to exchange of signaling messages required for the
protocol execution) [2]. Compared to the scheduled protocols, the
unscheduled MAC protocols experience, in general, a higher rate
of collisions, overhearing and idle listening. A scheduled MAC
protocol, such as in the cluster-based architectures, addresses
all of these issues inherently since it coordinates transmission
among sensor nodes. Once the clusters are formed, each node
will be affected an exclusive time slot, preventing thus collisions.
Moreover, since each node knows when to transmit, it does not
need to be awake during the complete TDMA frame but only at
its specific time slot. As such, there is neither overhearing nor
idle listening. But, again, these benefits compared to the basic
unscheduled model come at the cost of coordination message
overhead during the cluster formation phase. In this work, we
investigate this tradeoff considering different random access pro-
tocols. As opposed to the previous works, we do not neglect
the energy consumption at the cluster formation phase. In the
following, we review the clustering protocols used in our analysis.

A. LEACH

The LEACH protocol [15] groups sensors into clusters in order
to conserve energy. To balance the energy consumption inside
the network, the CH role is rotated among all sensor nodes. CHs
are selected in a fully distributed manner, without needing the
exchange of signaling messages, which are required, however,
for the CH announcement. The local decision to become a CH
takes into account when the node served as a CH for the last
time. As such, a sensor node that has not been a CH for a long
period is more likely to become a CH in the next round.

Each sensor node selected as a CH, transmits an accepting
message to the remaining sensor nodes. Cluster members (CMs)
that receive multiple CH announcements select the CH that
requires the lowest energy for communication by sending a cluster
join message. Once a CH received all the CM announcements, it
computes its schedule and assigns time slots to the different CMs.
Hence, a TDMA frame shared among CMs is formed. Each CM
can enter the sleep mode during the TDMA frame and wakes

up only at its associated slots. Instead, the CH never enters the
sleep mode and at the end of each TDMA frame it transmits the
aggregate data to the sink node.

The LEACH operation is composed therefore of two phases:
set-up and steady state phases. While the set-up phase refers to
cluster formation, the steady phase corresponds to the TDMA
operation. The duration of the steady phase is fixed by the
network administrator. It is generally preferred that the steady
phase lasts much longer than the set-up phase in order to limit
the energy consumption due to coordination message overhead.
However, rotation of the CH role among the sensor nodes is
needed to balance the energy consumption inside the WSN.

B. HEED

Likewise LEACH, the HEED protocol [16] operates in two
phases: the set-up phase where clusters are formed and the steady
phase where the sensor nodes transmit their data using the TDMA
frames. HEED differs from LEACH in the way CHs are selected.

The choice of the CHs with HEED is done in an iterative way.
The aim is to achieve a better distribution of the CHs in the WSN
at the cost of more complexity and increased overhead compared
to LEACH, which does not guarantee a good distribution of the
CHs inside the WSN. To elect CHs, HEED considers a new metric
that reflects the residual energy at the sensor nodes. An elected
CH advertises only its neighbors as opposed to the LEACH
protocol where all the WSN nodes are advertised. In doing so,
HEED ensures a better distribution of the CHs inside the WSN.
CMs that receive multiple CH announcements select the CH that
requires the lowest energy for communication.

C. MH Clustering

The two previous clustering protocols consider single hop ar-
chitecture inside each cluster, i.e., all CMs communicate directly
to the CH, which in turns transmits directly to the sink node. [17]
can be seen from this perspective as an extension of the LEACH
protocol to the multi-hop case.

Likewise LEACH, each CH advertises itself to the neighboring
sensor nodes, which relay the advertisement in a multi-hop
fashion. The advertisement is forwarded to sensors that are at
most h hops away the CH. CMs that receive multiple CH
announcements select the closest CH in terms of hop count. On
the other hand, a sensor node that is neither a CH nor has received
any CH announcement becomes a forced CH.

Operating the WSN in a multi-hop fashion enables further
energy conservation in communications compared to single hop
transmissions, mainly in large WSNs. This gain comes at the
cost of additional complexity, for example the one-hop CMs
need to perform data gathering from the two-hop CMs, so on
and so forth. In addition, the overhead in the set-up phase may
increase considerably since CH messages have to be forwarded
through multiple hops. This MH clustering example allows us to
investigate the impact the CM-EDR mechanisms when multi-hop
communication is enabled inside the cluster.

III. C OMPARISON BETWEENCLUSTER-BASED AND

UNSCHEDULEDWSNS

In this section, we focus on the analysis of the LEACH
protocol as it represents the basic clustering protocol in WSNs.
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Results regarding the remaining reference protocols are provided
in subsequent sections. Specifically, we explore the main interest
of WSN clustering by comparing the LEACH cluster-based model
to the basic unscheduled model, where communications are
performed directly between the sensor nodes and the sink node.

As a distinguishing future from previous works, we consider in
our study the energy consumption due to overhead in the cluster
formation phase. We show that the energy consumed in this phase
is far from being negligible. Recall that the main philosophy
behind clustering is to reduce the energy consumption compared
to the unscheduled systems by reducing collisions, idle listening
and overhearing at the cost of coordination message overhead
during the cluster formation phase.

A. Network Model

In our analysis, we consider different variations of CSMA
protocol to arbitrate the access to the medium among the sensor
nodes at the cluster formation phase. Specifically, the NP-CSMA,
1P-CSMA and CSMA/CA variations are considered along with
different backoff policies are investigated (i.e., GB, UB, BEB and
NEB).

According to the CSMA technique, a sensor node listens to
the medium before transmission. If the medium is sensed idle,
the node starts transmission. Otherwise, in NP-CSMA, the node
draws a random waiting time (backoff period) before attempting
to transmit again. During this time, the sensor does not care about
the state of the medium. In 1P-CSMA, after detecting activity on
the medium, the node continues to sense the channel until the
end of the ongoing transmission and then immediately transmits.
Since in a wireless environment, nodes can not hear collisions,
another variant of CSMA called CSMA/CA is used, such as the
one used in the Distributed Coordination Function (DCF) of the
IEEE 802.11 protocol [18]. Accordingly, the node first senses
the medium and if it is idle it does not immediately transmits
but rather waits for a certain period of time called Distributed
Inter Frame Space (DIFS). If the channel remains idle, the node
transmits, otherwise, it continues listening to the channel until it
becomes idle for a DIFS period and then enters to the backoff
procedure to avoid collisions.

Whenever a collision occurs, sensor nodes must retransmit their
packet according to the different backoff policies. For instance,
considering the CSMA/CA case, the sending node attempts to
send its frame again when the channel is free for a DIFS period
augmented by the new backoff value, which is sampled according
to the backoff policy. LetWi (expressed in terms of time slots)
be a random variable representing the backoff delay at a node
experiencingi consecutive collisions.Wi is calculated as follows
according to the different backoff policies:

• UB: Wi is uniformly chosen from the range[1, w].
• BEB: Wi is uniformly chosen from the range[1, 2i−1w],

wherew is the initial backoff window size. This means that
the range of the backoff delay is incremented in a binary
exponential manner according to the number of collisions
suffered by the packet. Following to each unsuccessful
transmission, the backoff window size is doubled until a
maximum backoff window size value equal to2mw is
reached, wherem is the number of backoff stages.

• GB: Wi is geometrically distributed with a probabilityq.

• NEB: Wi follows a negative exponential distribution with
mean1/R.

Based on these random access protocols, a comparison be-
tween the LEACH cluster-based WSN and the basic unscheduled
WSN is performed using the following assumptions and system
parameters:

• The total number of sensor nodes in the system isN = 100.
• Sensor nodes are uniformly distributed in an area between

(0, 0) and (100, 100) meters (i.e., square100× 100 area).
• The sink node is situated outside of the supervised area at

the coordinate(50, 175) as in [15].
• All sensor nodes have the same amount of initial energy (2

J).
• Each sensor node senses its area periodically, each

Tsensing = 1s, and transmits the produced data information
to the sink node.

• All nodes can transmit with enough power to reach directly
the sink node. Additionally, nodes can use power control to
vary the amount of transmit power.

• The energy consumed to transmit a packet depends on both
the length of the packetl and the distance between the
transmitter and receiver nodesd. We use the same model
as in [15] where:

Etx(l, d) =
{

l × Eelec + l × εfs × d2, if d < d0

l × Eelec + l × εmp × d4, if d ≥ d0
(1)

where Eelec is the electronics energy,εfs × d2 or εmp ×
d4 are the amplifier energies that depends on the distance
to the receiver, andd0 is a distance threshold between the
transmitter and the receiver over which the multipath fading
channel model is used (i.e.,d4 power loss), otherwise the
free space model (i.e.,d2 power loss) is considered.

• The energy to receive a packet depends only on the packet
size, then:

Erx(l) = l ×Eelec (2)

• Considering LEACH, each CH dissipates energy in recep-
tion, transmission and in aggregating the signals received
from the CMs. The energy for data aggregation is set as
EDA = 5 nJ/bit/signal.

• CHs perform ideal data aggregation.
• The expected numberNCH of CHs following the cluster

formation phase is set equal to5. In this section, we used the
same network topology as in [15], where it was demonstrated
that LEACH is most efficient when the number of CHs,
NCH , is equal to 5 in a 100-node network. Hence, the results
shown here for LEACH are obtained by choosing the best
parameter value forNCH .

• The rest of the parameters are listed in Table I.

B. Impact of the Random Access Protocol

Figure 1 shows the evolution in time of the number of sensors
still alive in the WSN in the LEACH and the unscheduled
cases. In the unscheduled case, access is arbitrated using NP-
CSMA with GB policy. In the LEACH case, three random
access strategies are considered: NP-CSMA, 1P-CSMA and the
CSMA/CA, all with the GB policy. We use the same backoff
policy (i.e., GB) in order to perceive the impact of the random
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Fig. 1. Evolution in time of the number of sensors still alive in the WSN

Parameter Value
εfs 10 pJ/bit/m2

εmp 0.0013 pJ/bit/m4

Eelec 50 nJ/bit
EDA 5 nJ/bit/signal
Idle power 13.5 mW
Sleep power 15 µW
Initial energy per node 2 J
Transmission bit rate 40 kbs−1

Round time 20 sec.

TABLE I

PARAMETERS SETTING

access strategy on the WSN performance. Typically, we fix the
backoff policy and we vary the random access strategy. Note that
similar results can be obtained with the other backoff policies.

Let us first focus on the LEACH performance. Figure 1 shows
that for low values ofq, the different access protocols provide
comparable results, whereas for moderate values ofq the NP-
CSMA is the best (see Fig. 1(b)). Indeed, with low values of the
probabilityq, all the access protocols enable practically collision-
free transmission and achieve thus similar energy consumption.
It is worth noting that in this range ofq, achieving practically
collision-free transmission comes at the cost of excessive access
delay to the medium. In this context, the energy wasted due to
idle listening while waiting to transmit or to receive a packet is
dominant compared to the energy wasted due to collisions.

In contrast, for moderate values ofq, the energy wasted due to
collisions is dominant since collisions are more likely to happen.
In this case, NP-CSMA allows the lowest energy consumption.
On the other hand, 1P-CSMA presents the highest collision
probability leading thus to the highest energy consumption per
unit of time when LEACH is enabled as can be seen in Fig. 2. In
view of this, the WSN experiences the fastest sensor node energy
drain with 1P-CSMA (see Fig. 1(b)).

Let us now compare LEACH to the basic unscheduled case
from energy consumption perspective. We can see in Figs. 1 and
2 that LEACH achieves always significant gain compared to the
basic unscheduled transmission case. This is because LEACH
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Fig. 2. Average energy consumption per unit of time per sensor node

coordinates the sensor nodes’ transmissions with a common
schedule in the steady phase, which eliminates collisions, idle
listening and overhearing. This gain depends on the access
protocol choice. For example, Fig. 1(b) shows that using the 1P-
CSMA access protocol with LEACH provides the smallest gain.
This is because 1P-CSMA causes excessive collisions among the
signaling messages at the cluster formation phase. This harmful
wastage of energy at the cluster formation phase slows down
the gain that achieves LEACH in the steady phase due to its
scheduled transmission compared to the unscheduled case.

Let us now focus on the latency performance. Figure 3 depicts
the reporting and the cluster formation latencies. The reporting
latency is defined as the time between the report generation and
its reception by the sink node. The cluster formation latency is the
time needed to form the clusters, i.e., to elect the cluster heads and
to construct the TDMA frames. Again, NP-CSMA allows the best
results when LEACH is enabled. In this case, the reporting latency
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curve follows the same pace as that of the cluster formation
latency curve, which is a convex function of the probabilityq. The
rationale behind this can be explained as follows. For small values
of q, the access delay to the medium during the set-up phase is
very large, which induces large cluster formation latency. On the
other hand, large values ofq cause excessive collisions, increasing
thus the time needed to transmit correctly a signaling message.
Hence, the optimal cluster formation latency is a tradeoff between
the above opposite requirements. In our scenario, the minimal
cluster formation time is obtained whenq ranges between0.3 and
0.5. It is worth noting that the reporting latency is always lower
than the cluster formation latency, since after the set-up phase,
packets are transmitted in a contention-free way and sensor nodes
only have to wait for their assigned time slots inside the TDMA
frame.

Finally, compared to unscheduled case, the NP-CSMA-based
LEACH achieves lower latencies thanks to its collision-free
transmission during the steady phase.

According to the above results regarding both the energy con-
sumption and the reporting latency, we can draw two important
conclusions: i) the cluster-based LEACH architecture performs
always better than an unscheduled one and ii) the NP-CSMA
behaves better than the 1P-CSMA or CSMA/CA protocols for
the different parameters of the backoff policy. Therefore, for the
rest of the paper, we use the NP-CSMA as access strategy. In
the next subsection, different backoff policies are used with the
NP-CSMA in order to analyze their performances.

C. Impact of the Backoff Policies

In this subsection, we analyze the NP-CSMA-based LEACH
protocol using different backoff policies. Recall that in the previ-
ous subsection, we proved that, using the same access protocol,
the cluster-based systems outperform always the unscheduled
systems. Moreover, we showed that NP-CSMA stands out as the
best access strategy for cluster-based systems. In this subsection,
we rather look for the best backoff policy that enables further
energy conservation as well as reduced reporting delay.
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Fig. 5. Average energy consumption per unit of time per sensor node when
varying the backoff policy

Figures 4 and 5 compare the energy efficiency among the four
backoff policies: GB, UB, BEB and NEB. The main observation
is that GB provides the lowest energy consumption compared to
the remaining policies, which on the other hand exhibit similar
results. Specifically, Fig. 5 shows that the energy consumption
with the GB policy is always below1 mJ per unit of time, whereas
it is around1.5 mJ with the other backoff policies.

Figure 6 shows the reporting and the cluster formation latencies
for the four backoff policies. Again, we can observe in Fig. 6(a)
that using the GB policy the reporting and cluster latencies are
convex functions ofq, where minimum delays are obtained forq
in the range of[0.3, 0.5]. Moreover, the GB policy achieves sim-
ilar results (although sometimes slightly higher) as the remaining
backoff policies.

Since the GB policy achieves better results in terms of energy
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consumption, even at the cost sometimes of slightly higher
latencies compared to the other backoff policies, then the NP-
CSMA with GB policy will be used as the access strategy for
the rest of the manuscript.

IV. M ATHEMATICAL MODEL FORLEACH

In this section, we present a mathematical model for the
LEACH-enabled WSNs. Compared to [15], we consider the
energy consumption and the delay introduced by the cluster
formation phase. We present explicit expressions for the average
energy consumed per unit of time by a sensor node, the average
reporting latency and the average cluster formation time. We
consider the LEACH protocol with the NP-CSMA access strategy
and the GB policy, where a packet transmission is done with
probability q. It is important to note that the results provided
by this model will be used as baselines to which the CM-EDR
improvements are compared. In the next section, we present the
analytical model when the CM-EDR strategy is enabled. In Table
II we present the mathematical symbols used in this section for
both the energy consumption and latency analysis.

A. Energy Consumption Analysis

At the beginning of each new cycle or round, a new set of
NCH CHs is elected. The CH role is rotated among all sensor
nodes in order to balance the energy consumption inside the
WSN. The cluster formation phase can be divided into three steps:
CH announcement, CM join and CH schedules. In the first step,
each elected CH advertises all the sensor nodes in the WSN.
Once the CH announcement step is completed, each sensor node
transmits a CM join message to its associated CH. Based on this
information, each CH transmits a message indicating the schedule
to its associated CMs. In what follows, each step will be analyzed
separately.

1) CH announcement step:At the beginning of the set-up
phase, all the elected CHs try to advertise the remaining sensor
nodes at the same time, leading thus to a collision occurrence. All

the CH nodes undergo hence the backoff procedure. Accordingly,
the channel is divided into time slots that can be used by the CHs
to transmit their announcement messages. The duration of a time
slot tsig is by definition the time that takes a sensor to transmit
a control packet.

In order to calculate the energy consumption in the CH
announcement step, we consider that at any time slot, the system
can be defined according to the number of potential nodes that can
initiate transmission,n, and the number of actual transmissions
made,m, at the beginning of the time slot. Hence, the system can
be described by the duple(n,m). In the Appendix, we present
a methodology based on a transitory Markov chain to derive the
average number of time slots that the system can be found at
state(n,m), namely:

E[NB ] = E
[
N{(n,m)}

]
=

pa(n,m)
pa(n, 1)

(3)

where pa(NCH ,m) =
(
NCH

m

)
qm (1− q)NCH−m for m =

0, ..., NCH .
Accordingly, the total energy consumption in the WSN during

the CH announcement step can be calculated as follows:

ECH Announ = f(NCH , lsig)
= NCHEtx(lsig, dmax) + (N −NCH)Erx(lsig)

+
NCH∑
n=1

n∑
m=1

E
[
N{(n,m)}

] (
mEtx(lsig, dmax)

+ (N −m) Erx(lsig)
)

+
NCH∑
n=1

E
[
N{(n,0)}

]
NEidletsig (4)

where lsig denotes the size of a control packet,dmax =
√

2M
the diameter of theM ×M square supervised area andEidle the
average amount of energy consumed per unit of time by a sensor
node in the idle state. We highlight that the first element of (4)
corresponds to the energy dissipated in the WSN due to the first
collision among all the CHs when attempting to send for the first
time all together their announcement messages at the beginning of
the set-up phase. The remaining elements of (4) correspond to the
energy consumption during the backoff procedure that undergo
the NCH CHs.

2) CM join step:As explained before, once the CH announce-
ment step is completed, each sensor node transmits a CM join
message to its associated CH. Similarly to the CH announcement
step, theN − NCH sensor nodes try to join their CHs at the
same time, leading thus to a collision occurrence. Then, the
sensor nodes enter in backoff procedure to transmit their CM
join messages.

Following the same reasoning as in the CH announcement step
(i.e., using (4)), we obtain the average energy dissipated during
the CM join step as:

ECM Join = f(N −NCH , lsig) (5)

3) CH schedules step:In this step, each CH transmits a
message indicating the schedule to its associated CMs. Using the
same reasoning as before, the average energy consumed during
the CH schedules step is given by:

ECH Sched = f(NCH , lsig) (6)
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Notation Description of the Notation
N Number of sensor nodes in the network
NCH Average number of cluster heads in the network
NCM Average number of cluster members in the network
M Side length of the square supervised area
lsig Size of the control packet
ldata Size of the data packet
dmax Diameter of the MxM square supervised area
dCM(i) CH Average distance between the cluster member nodei and its associated cluster head
dCHSN Average distance from the cluster head to the sink node
tsig Duration of the control packet
tdata Duration of the data packet
Tsensing Sensing period
Tframe Average duration of a TDMA frame
Tround Round time after which the cluster head nodes are elected anew
Tset−up Average time spent in the cluster formation phase
TCH Announ Average cluster head announcement time
TCH Join Average cluster member join time
TCH Sched Average cluster head schedule time
Tset−up(LEACH) Average time needed to form the clusters
Treporting(LEACH) Average reporting latency
Etx Energy consumed at transmission
Erx Energy consumed at reception
Eidle Average energy consumed per unit of time per sensor in the idle state
Esleep Average energy consumed per unit of time per sensor in the sleep state
ECH Announ Average energy consumption at the cluster head announcement phase
ECM Join Average energy consumption at the cluster member join step
ECH Sched Average energy consumed at the cluster head schedules step
ESet−up Average energy consumed at the set-up phase
ECM(LEACH) Average energy consumed per cluster member node during the sensing period
ECHf rame(LEACH) Average energy consumed by a cluster head node during a TDMA frame
ECH(LEACH) Average energy consumed per cluster head node during the sensing period
EWSN(LEACH) Average energy consumed in the network during the sensing period
Esteady(LEACH) Average energy consumed in the network during the steady phase
Esensor(LEACH) Average energy consumed in the network per unit of time in LEACH

TABLE II

MATHEMATICAL NOTATION FOR THE LEACH SYSTEM ANALYSIS

Finally, the average amount of energy dissipated to form
clusters is:

ESet−up(LEACH)=ECH Announ+ECM Join+ECH Sched (7)

4) Energy consumption in the steady phase:Let us now
calculate the average amount of energy consumed during the
steady phase, where each CH receives periodically a TDMA
frame from its CMs. In our study, we assume that theN sensor
nodes are uniformly distributed in the supervised area. Hence,
there are on averageN/NCH nodes, including the CH, in each
cluster.

In continuous-monitoring WSNs, each sensor node senses its
area periodically, eachTsensing period of time, whereTsensing ≥
Tframe. We note thatTframe = N

NCH
tdata is the duration of

a TDMA frame, wheretdata is the duration of a time slot
needed by a sensor to transmit a data packet of sizeldata. In
the particular case whereTsensing = Tframe, the WSN operates
in the saturation regime, i.e., a sensor node always has data to
send to the sink node. Since each sensor node wakes up only
during its attributed time slot, then the energy consumed by a
CM i node during a sensing periodTsensing is:

ECM (i) = (Tsensing − tdata)Esleep + Etx(ldata, dCM(i) CH)

where Esleep is the average amount of energy consumed by a
sensor node per unit of time in the sleep state anddCM(i) CH is
the distance between the CM nodei and its associated CH. In
[15], it was demonstrated that if the density of nodes is uniform

throughout the cluster area, then the expected square distance
from the CM nodes to the CH is given by:

E
[
(dCM CH)2

]
=

M2

2πNCH

whereM is the side length of the square supervised area. Hence
the average amount of energy consumed by a CM node during a
sensing period is:

ECM (LEACH) = (Tsensing − tdata)Esleep

+Etx

(
ldata,

M√
2πNCH

)
(8)

In turn, each CH consumes energy in receiving and aggregating
the data sent by its CMs as well as in the transmission of that
aggregated data to the sink node. The energy consumed by a CH
node during a TDMA frame is therefore:

ECH frame(LEACH) =
(

N

NCH
− 1

)
Erx(ldata)

+
N

NCH
ldataEDA

+Etx(ldata, dCH SN ) (9)

wheredCH SN is the average distance from the CH to the sink
node.

Thus, the energy consumed by a CH node during a sensing
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period is:

ECH(LEACH) = ECH frame(LEACH)
+ (Tsensing − Tframe)Esleep (10)

The energy consumed in the network during a sensing period
is therefore:

EWSN (LEACH) = NCH

((
N

NCH
− 1

)
ECM (LEACH)

+ECH(LEACH)
)

(11)

and the total energy consumed in the network during the steady
phase is:

ESteady(LEACH) = EWSN (LEACH)

×Tround − Tset−up(LEACH)
Tsensing

(12)

whereTround is the round time after which the CH nodes are
elected anew andTset−up(LEACH) is the average time spent
in the cluster formation phase, which will be derived in the next
subsection.

Finally, we obtain the average amount of energy consumed by
each sensor node in the WSN per unit of time when the basic
LEACH clustering is adopted:

Esensor(LEACH) =
ESteady(LEACH) + ESet−up(LEACH)

NTround
(13)

B. Latency Analysis

In this subsection we derive both the average cluster formation
time and the average reporting latency.

1) The average cluster formation time:It is the time needed
to form the clusters, i.e., to perform the CH announcement, the
CM join and the CH schedules steps. Using the same model
introduced in the Appendix, the CH announcement time is simply
the time elapsed from the beginning of the cluster formation
procedure to the instant where all the CHs successfully transmit
their announcement message. As such, the CH announcement
time can be expressed as follows:

TCH Announ = g(NCH , tsig)

=

(
1 +

NCH∑
n=1

n∑
m=0

E
[
N{(n,m)}

]
)

tsig (14)

We highlight that (14) is the sum of the time lost due to the first
collision among all the CHs when attempting to send for the first
time all together their announcement messages (i.e.,tsig) and the
average duration of the backoff procedure that undergo theNCH

CHs.
Following the same reasoning, we obtain the average time spent

in the CM join and the CH schedules steps as follows:

TCM Join = g(N −NCH , tsig) (15)

TCH Sched = g(NCH , tsig) (16)

Finally, the average time needed to form clusters is:

TSet−up(LEACH) = TCH Announ + TCM Join + TCH Sched

(17)

2) The average reporting latency:It is the time needed by a
generated report to be received by the sink node. In continuous-
monitoring WSNs, the sensor nodes produce data information at
the beginning of each sensing period. In the steady phase, the av-
erage reporting time is simply the transmission time of a TDMA
frame. Considering the extra delay spent in the construction of
the clusters, the reporting latency increases slightly as follows:

Treporting(LEACH) = Tframe +
Tset−up(LEACH)Tsensing

Tround
(18)

V. CONTINUOUS-MONITORING THROUGHEVENT DRIVEN

REPORTINGPHILOSOPHY

This section introduces our CM-EDR scheme. In the previous
section, we presented a mathematical analysis for the classical
continuous-monitoring LEACH WSNs. In this section, we an-
alyze the corresponding CM-EDR-aware extension. Comparing
the new results, i.e., the average energy consumption, the average
reporting latency and the average cluster formation time, to that
obtained with the classical approach, we can gauge the benefits
introduced by the proposed CM-EDR technique.

A. The CM-EDR Scheme

The main idea behind the CM-EDR introduction is avoid-
ing the extra transmission of non relevant data information,
typical in classical continuous-monitoring WSNs. With CM-
EDR, continuous-monitoring does not imply indeed continuous
reporting. By reporting only relevant data, the sink node would
gather exactly the same information as with classical continuous-
monitoring applications while receiving less reports and thus
dissipating less energy.

Enabling the CM-EDR technique, each sensor node continues
to produce periodically data information. However, the sensed
information is reported to the sink node only if it differs from
the last transmitted data information. In doing so, the sensor node
dissipates also less energy in communications, achieving thus
significant energy conservation. Clearly, the energy consumption
will greatly depend on the rate of variation of the phenomenon
that the sensors are monitoring.

With CM-EDR, each sensor node needs to storage the last
transmitted data (i.e., only a single packet). Evidently, this does
not entail the need to increase the memory capacity of sensor
nodes. Following to each periodic observation, the sensor node
compares the new reading to the stored one. If both readings are
similar, the new generated data packet is discarded. Otherwise,
the new information is reported to the sink node and the stored
information is updated. In this case, we deal with relevant data,
referred to us also as an event.

It is worth noting that our approach can be seen as a new al-
ternative to reduce the transmission of redundant information, by
profiting from the natural temporal correlation among the sensed
data information. Our technique complement the data fusion or
aggregation techniques [20] – [23] and the spatial-correlation
based schemes [24] – [26]. With aggregation techniques, paths
from different sources to the sink form an aggregate tree, where
the redundant data at the branching nodes are replaced by a
single message. As a result, the number of packets traversing
the network is considerably reduced, which leads to significant

Authorized licensed use limited to: UR Rennes. Downloaded on March 23, 2009 at 11:06 from IEEE Xplore.  Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
10

energy conservation [20] – [23]. Another way to reduce the
transmission of redundant information is to profit from the spatial
correlation among the densely deployed sensor nodes [24] –
[26]. Typically, close nodes would most likely produce similar
information. Letting therefore only one representative node to
report data information inside the correlated area would help
reducing the energy consumption. From this perspective, the CM-
EDR technique can be viewed as a third and complementary
alternative to limit the transmission of redundant information.

B. Illustrative Example: CM-EDR-enabled LEACH WSNs

This subsection describes a typical example of CM-EDR-
enabled WSNs. The CM-EDR mechanism is introduced to a
basic LEACH WSN. As already indicated, the LEACH operation
comprises two phases: the set-up and the steady state phases.
The CM-EDR mechanism deals only with the way sensing data
is reported to the sink node. In this regard, its inclusion does not
affect the set-up phase in the sense that the clusters are formed
exactly in the way as with classical LEACH.

In contrast, during the steady phase, a sensor node reports only
relevant data to its CH. Specifically, if the sensor node has not
sensed a relevant data, it keeps unused its reserved slot on the
TDMA frame. In turn, the CH transmits to the sink node only if
it senses or receives relevant data from its CMs. We refer to this
frame as relevant frame as opposed to the empty or free frame.

C. Analytical Model for the CM-EDR-enabled LEACH WSNs

This subsection extends the analysis done in section IV to the
case where the CM-EDR technique is enabled. Since the CM-
EDR technique does not affect the set-up phase, the analysis
for this phase remains unchanged. Hereafter, we focus on the
analysis of the steady phase. Again, we present in Table III
the complete list of the mathematical symbols used in the
mathematical analysis of this section.

Assume that the variations on the sensed information, for
example the temperature around a sensor node, happen following
a Poisson process of rateλ. In other words, the time between
two variations of the temperature is exponentially distributed.
In our case, each sensor node senses its area periodically, each
Tsensing period of time.Tsensing is chosen by the administrator
such that the probability that two or more changes on the sensed
information occurs duringTsensing be negligible, i.e., be below
a certain thresholdε as follows:

Pr{Nevent ≥ 2} = 1− e−λTsensing − λTsensinge
−λTsensing ≤ ε

(19)
whereNevent is the number of changes that occurs on the sensed
information duringTsensing. As such,Tsensing must verify:

Tsensing ≤ sup{t | 1− e−λt − λte−λt ≤ ε} (20)

Hence, the probability that the sensed information be relevant,
for example the temperature changes between two observations,
i.e., during the lastTsensing period, is given by:

Pevent ' Pr{Nevent = 1} = λTsensinge
−λTsensing (21)

Based on this model, during the steady phase each CM-EDR-
enabled sensor node transmits on its reserved slot (i.e., uses the
current frame) according to a geometric process of probability

Pevent. Assuming that a CM node enters the sleep mode during
the sensing period and wakes up only on its associated slot if
it has relevant data to transmit, the average amount of energy
consumed by a CM node during a sensing period is:

ECM (CM−EDR) = PeventECM (LEACH)
+ (1− Pevent) TsensingEsleep (22)

On the other hand, each CH consumes energy in receiving and
aggregating the data sent by its CMs as well as in the transmission
of that aggregated data to the sink node. The average amount of
energy dissipated by a CH node in the reception of a frame can
be given by:

ECH rec =

⌈
N

NCH

⌉
−1∑

k=0

(⌈
N

NCH

⌉
−1

k

)
(Pevent)

k(1−Pevent)
⌈

N
NCH

⌉
−1−k

×
(

kErx(ldata) + tdataEidle

(⌈
N

NCH

⌉
−1−k

))

Assuming perfect data aggregation, the average amount of energy
dissipated by a CH node due to aggregation is:

ECH agg =

⌈
N

NCH

⌉
∑

k=0

(⌈
N

NCH

⌉

k

)
(Pevent)

k (1− Pevent)
⌈

N
NCH

⌉
−k

× (kldataEDA)

The average amount of energy dissipated by a CH for a possible
transmission of the aggregated data to the sink node is:

ECH tr =
(
1− (1− Pevent)

N
NCH

)
Etx(ldata, dCH SN )

Hence, the total energy consumed by a CH node during a TDMA
frame when CM-EDR is enabled is:

ECH frame(CM−EDR) = ECH rec+ECH agg+ECH tr (23)

and the energy consumed by a CH node during a sensing period
is:

ECH(CM−EDR) = ECH frame(CM−EDR)
+ (Tsensing − Tframe)Esleep (24)

The energy consumed in the network during a sensing period
is therefore:

EWSN (CM−EDR) = NCH

(
ECH(CM−EDR)

+
(

N

NCH
−1

)
ECM (CM−EDR)

)
(25)

and the total energy consumed in the network during the steady
phase is:

ESteady(CM−EDR) = EWSN (CM−EDR)

×Tround − Tset−up(LEACH)
Tsensing

(26)

Finally, we obtain the average amount of energy consumed by
each sensor node in the WSN per unit of time when the CM-EDR
option is enabled:

Esensor(CM−EDR)=
(

ESteady(CM−EDR)

+ESet−up(LEACH)
)

1
NTround

(27)
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Notation Description of the Notation
λ Variation rate of the supervised phenomenon
Nevent Number of changes on the sensed information per sensing period
Pevent Probability of having relevant information in a sensing period
ECM (CM − EDR) Average energy consumption per cluster member in a sensing period for the CM-EDR scheme
ECM (OCM − EDR) Average energy consumption per cluster member in a sensing period for the OCM-EDR scheme
ECH rec Average energy consumption per frame reception per cluster head
ECH agg Average energy consumption per cluster head due to aggregation
ECH tr Average energy consumption per frame transmission to the sink node per cluster head
ECH frame(CM − EDR) Average energy consumption per TDMA frame per cluster head
ECH(CM − EDR) Average energy consumption per cluster head in a sensing period for the CM-EDR scheme
ECH(OCM − EDR) Average energy consumption per cluster head in a sensing period for the OCM-EDR scheme
EWSN (CM − EDR) Average energy consumption in the network in a sensing period
Esteady(CM − EDR) Average energy consumption in the network during the steady phase
Esensor(CM − EDR) Average energy consumption per sensor node per unit of time
Nsleep Number of sensing periods that the cluster head remains sleep in the OCM-EDR mechanism
Nidle Number of idle frames before a cluster head goes to sleep mode in the OCM-EDR mechanism
Y (k) State of the cluster head at the sensing period k
Pfree Probability that the cluster head does not report to the sink node
K Number of sensing periods during a round
PCH sleep Percentage of sensing periods in a round

TABLE III

MATHEMATICAL NOTATION FOR THE CM-EDR AND OCM-EDR LEACH SYSTEM ANALYSIS
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Fig. 7. Average energy consumption per unit of time per sensor node

With regard to the latency performance, it is worth noting
that the CM-EDR scheme does not impact the latency compared
to the classical LEACH case. Indeed, a relevant data packet is
received by the sink node at the same time whether the CM-
EDR mechanism is enabled or not. The CM-EDR mechanism
avoids only the transmission of non relevant data.

A discrete event simulation model has been developed in order
to validate the analytic results. Figure 7 compares the simulation
results of the energy consumption with CM-EDR to that given by
equation (27) as a function of the rateλ. In this case,Tsensing

is chosen such that it verifies the constraint given by (20) with
ε = 10−4. Figure 7 shows that there is a good fit between the
simulation and analytical results, which exhibits the accuracy of
our analysis.

D. Optional Mechanism for CM-EDR-enabled Cluster-Based
WSNs

Using CM-EDR, a CH node transmits to the sink node only
if it senses or receives relevant data from its CMs. As such,

the CH may not transmit to the sink during a long period if
it does not receive any relevant information. Even though, it
dissipates energy due to idle listening. The energy wasted due
to idle listening is far from being negligible and can account for
a significant portion of the energy a sensor dissipates in some
cases [27].

To achieve further energy conservation, the CH will be allowed
with the optional CM-EDR (OCM-EDR) to enter sleep mode
during Nsleep sensing periods if it does not receive any relevant
data duringNidle consecutive frames. The CH assumes indeed
that the supervised environment is”calm” and it is improbable
that an event occurs in the next sensing periods. In this case, the
CH advertises its CMs that it will undergo the sleep state during
Nsleep sensing periods. However, during this period, a CM node
may sense a relevant data that needs to be reported immediately
(i.e., in the current frame) to the sink node, otherwise continuous-
monitoring property is lost. To do so, the sensor node is allowed
to transmit directly this information to the sink node during its
reserved slot.

Let us now calculate the average energy consumption by a sen-
sor node when this optional mechanism is enabled. LetY (k) be
the CH state at the sensing periodk of the steady phase defined by
the tuple(i, j), wherei = 0 if the CH is in the sleep state andi =
1 otherwise. Moreover, ifi = 0, j = 1, ..., Nsleep signifies that the
CH has been forj sensing periods in the sleep state (including the
current sensing period); otherwise (i.e., ifi = 1) j = 1, ..., Nidle

indicates the number of consecutive empty (non relevant) frames
that has received the CH. The processY = {Y (k), k ≥ 1} is
a discrete time Markov chain with the state spaceS = {(i, j)
| 0 ≤ i ≤ 1, 1 ≤ j ≤ Nsleep1{

i=0
} + Nidle1{

i=1
}}. For every

s ∈ S, we denote by

Πs = lim
k→+∞

Pr{Y (k) = s}

whereΠ = [Πs] is the steady state distribution of the Markov
chainY , which satisfies

ΠP = Π and
∑

s∈S

Πs = 1, (28)

andP = (P (s, s′)), s = (i, j) , s′ = (i′, j′) ∈ S, is the transition
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probability matrix ofY given by:

P (s, s′) =





Pfree if
(
i = i′ = 1 and j′ = j + 1

)
;

1− Pfree
if

(
s′ = (1, 1) ands = (1, j)
with j < Nidle

)
;

1 if





(
i = i′ = 0 and j′ = j + 1

)
or

(
s = (1, Nidle) and
s′ = (0, 1)

)
or

(
s = (0, Nsleep) and
s′ = (1, 1)

)
;

0 otherwise.
(29)

wherePfree is the probability that the CH node does not transmit
to the sink node since it has not any relevant data to forward.
Pfree is given by:

Pfree = (1− Pevent)
N

NCH (30)

Let K =
⌈

Tround

Tsensing

⌉
denote the number of sensing periods

during a round. We denote byPCH sleep the percentage of sensing
periods in a round, during which a CH is in the sleep state.
PCH sleep can be expressed as follows:

PCH sleep =
1
K

Nsleep∑

j=1

V(0,j)(K) (31)

whereV(0,j)(K) is the number of visits to the state(0, j) during
a round, i.e., during theK first transitions of processY . Then,
PCH sleep is given by:

PCH sleep =
1
K

Nsleep∑

j=1

K∑

k=1

Pr{Y (k) = (0, j)}

=
1
K

Nsleep∑

j=1

K∑

k=1

(
αP k

)
(0,j)

(32)

whereα is the initial probability distribution ofY and
(
αP k

)
(0,j)

is the (0, j) element of the vectorαP k. Note that whenK goes
to the infinity,PCH sleep denotes the probability that a CH is in
the sleep state during a sensing period, i.e.,

lim
K→+∞

PCH sleep =
∑

s∈S

Πs1{
i=0

} =
Nsleep∑

j=1

Π(0,j) (33)

Deriving the steady state distribution of the Markov chainY , we
get

lim
K→+∞

PCH sleep =
Nsleep∑

j=1

Nsleep (Pfree)
Nidle−1 Π(1,1)

=
Nsleep (1− Pfree) (Pfree)

Nidle−1

1−(Pfree)
Nidle+Nsleep(1− Pfree)(Pfree)

Nidle−1
(34)

Now, we can derive the average amount of energy consumed
by a CM node during a sensing period as follows:

ECM (OCM−EDR)= (1− Pevent)TsensingEsleep

+Pevent (1−PCH sleep) ECM (LEACH)

+PeventPCH sleep

(
Etx (ldata, dCM SN )

+ (Tsensing − tdata)Esleep

)
(35)

wheredCM SN is the average distance between a CM node and
the sink node.

On the other hand, the average energy consumed by a CH node
during a sensing period with OCM-EDR is:

ECH(OCM−EDR) = (1− PCH sleep) ECH(CM−EDR)
+PCH sleepTsensingEsleep (36)

Using the expressions ofECM (OCM − EDR) and
ECH(OCM −EDR) given by (35) and (36), respectively,
we derive in the way as in (25), (26) and (27) the average energy
consumed by a sensor node with OCM-EDR.

It is worth noting that with regard to the latency performance,
the OCM-EDR scheme achieves slightly better results compared
to the basic CM-EDR scheme, since some relatively long indirect
transmissions to the sink through the CH are replaced by fast
direct transmissions. As for the energy consumption performance,
it is interesting to notice that the OCM-EDR mechanism performs
better at low values ofλ (λ < 2.5) while the CM-EDR
mechanism should be preferred for higher values ofλ. In section
VI we analyze in further detail this behavior.

Figure 7 compares the simulation results of the energy con-
sumption with OCM-EDR to that given by the analytical model as
a function ofλ. In this case, we considerNidle = 1, Nsleep = 10
and ε = 10−4. Figure 7 shows again that there is a good fit
between the simulation and analytical results, which exhibits the
accuracy of our analysis.

VI. N UMERICAL & SIMULATION RESULTS

In this section, we evaluate the efficiency of our proposed
mechanisms (i.e., CM-EDR and OCM-EDR). We first study
the gain that they introduced using four baseline examples: the
case of unscheduled WSNs and three variants of cluster-based
WSNs. Then, we compare between the CM-EDR and OCM-EDR
mechanisms.

A simulation model has been developed in order to validate
the analytic results. The system of WSNs was implemented as a
discrete event simulation. Numerous evaluations were performed
in order to confirm the analytic results. In all cases, the results
matched very closely as shown in section V. For the remainder of
the results, it has been confirmed that there is a good fit between
the simulation and analytical results. Therefore, for presentation
purposes, all remaining figures show only the simulation results.
We assume the same network topology used in the previous
sections, i.e., 100 sensor node-network. We assume also that
ε = 10−4, i.e., Tsensing = sup{t — 1 − e−λt − λte−λt ≤
10−4}. Moreover, unless explicitly notified, we considerq = 0.3,
Nidle = 1 and Nsleep = 10. The parameters setting in our
experiments are listed in table I.

Figure 8 shows the evolution in time of the number of still
alive sensor nodes when LEACH, HEED and the MH clustering
protocols are adopted. In each sub-figure, we plot the corre-
sponding results when the CM-EDR and OCM-EDR extensions
are enabled. The basic case of unscheduled transmission is also
presented in each sub-figure and serves as a baseline that shows
the gain that can be achieved by using clustering techniques.

When our CM-EDR mechanisms are disabled, the sensor nodes
always transmit their sensed data regardless of whether they have
or not relevant information. Enabling our CM-EDR mechanisms,
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(c) MH clustering
Fig. 8. Evolution in time of the number of sensors still alive in the WSN

a sensor node transmits on its assigned time slot only when it
senses relevant data. Figure 8 shows the results for different
values of the rateλ that specifies the speed of variations occurring
on the sensed information. Small values ofλ refer to relatively

calm and static supervised environment, whereas large values of
λ indicate agitated and variable environment.

According to these results we can draw three main observa-
tions:
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(c) MH clustering
Fig. 9. Average energy consumption per unit of time per sensor node

• Clustering achieves always significant gain in terms of en-
ergy consumption compared to the basic unscheduled trans-
mission case. This is because using clustering coordinates
the sensor nodes’ transmissions with a common schedule
in the steady phase, which eliminates collisions, idle lis-

tening and overhearing. Further energy conservation can be
achieved when the CM-EDR mechanisms are enabled, which
brings us to the second observation.

• The sensor node lifetime is increased considerably when
enabling our CM-EDR mechanisms. Clearly, the CM-EDR
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abilities provide an advantage over the classical WSNs, by
preventing the transmission of redundant data. For reference,
Fig. 9 shows the relative decrease in the energy consumption
by a sensor node per unit of time of the CM-EDR networks
compared to the classic networks. The magnitude of the
increase regarding the sensor node lifetime decreases as
the rateλ grows. In other words, the relative improvement
decreases when the supervised area becomes agitated since
less non relevant data are transmitted by the classical WSNs.

• The OCM-EDR mechanism outperforms the CM-EDR one,
when we deal with calm WSNs, whereas in agitated WSNs,
it is better to use the basic CM-EDR mechanism. The
rationale behind this can be explained as follows. Allowing
the CHs to go to sleep with OCM-EDR results in the occur-
rence of expensive direct transmissions from the CMs to the
sink node. In agitated environment, the energy conservation
achieved at the CHs due to their asleep abilities is dominated
by the additional energy consumed at the CM nodes due
to frequent direct communications to the sink node. These
direct communications become rare in calm WSNs.

Clearly, the CM-EDR systems are a major improvement over
the classic networks. Figure 9 shows the average amount of
energy consumed by a sensor node per unit of time as a function
of the rateλ. Again, we can observe that the CM-EDR abilities
provide significant energy conservation, notably in calm WSNs.
This improvement decreases withλ. Moreover, enabling the
optional version OCM-EDR is helpful only for small to moderate
values ofλ; otherwise, the basic version of CM-EDR performs
better.

Figure 10 provides more insight into the effectiveness of
using the OCM-EDR extension instead of the basic CM-EDR
mechanism in the context of cluster-based WSNs. In this case,
the two variants of the CM-EDR technique are introduced over a
classical LEACH WSN. Note that similar results can be obtained
when using the remaining clustering protocols. Figure 10 shows
the performance of OCM-EDR as a function of the setting
parametersNidle and Nsleep for various values of the rateλ.
Recall that with the optional OCM-EDR, the CH enters the
sleep mode duringNsleep sensing periods if it does not receive
any relevant data duringNidle consecutive frames. Four main
conclusions may be drawn based on these results:

• The energy consumption with OCM-EDR is a convex func-
tion of Nidle (see Fig. 10(a)). For low values ofNidle,
the CHs enter frequently to the sleep mode. Hence, the
sensor nodes are most likely transmitting directly to the sink
node instead of passing through the CHs. As a result, the
energy consumption increases since the energy conservation
achieved at the CHs due to their asleep abilities is dominated
by the additional energy consumed at the CM nodes due to
frequent direct communications to the sink node. On the
other hand, whenNidle gets large values, the CHs almost
never enter the sleep mode and can not profit from the calm
periods of the supervised environment. Hence, the energy
consumption increases. For moderate values ofNidle, the
CHs enter the sleep mode without really penalizing the
sensor nodes. In our scenario, settingNidle = 25 enables
the minimal energy consumption in the network (see Fig.
10(a)).

• In the same way, the energy consumption with OCM-EDR
is a convex function ofNsleep (see Fig. 10(b)). Decreasing
Nsleep, the CHs enter into the sleep state for very short
periods of time and hence can not really profit from the calm
periods of the supervised environment. As such, the CHs
waste significant amounts of energy due to idle listening.
This can be alleviated by increasingNsleep. However, for
large values ofNsleep, the gain achieved by the CHs is lost
at the CM nodes due to frequent and high-consuming direct
communications to the sink node. In our example, the energy
consumption is minimal whenNsleep = 36 (see Fig. 10(b)).

• Comparing OCM-EDR to CM-EDR from energy consump-
tion perspective, we can see again that OCM-EDR fits better
calm environment, whereas CM-EDR is more convenient for
agitated environment.

• With regard to reporting latency, we can see that OCM-
EDR achieves always better results than the basic CM-
EDR. This is because the OCM-EDR mechanism replaces
some relatively long multi-hop transmissions (i.e., through
the CH) by short direct transmissions. This gain increases
with the increase ofNsleep (see Fig. 10(d)) and the decrease
Nidle (see Fig. 10(c)) since in doing so more multi-hop
transmissions are replaced by fast direct transmissions. This
gain, however, may come at the cost of increasing energy
consumption.

To conclude this paper, we can state that the CM-EDR phi-
losophy enables significant energy conservation while ensuring
continuous-monitoring applications. The decision to use the op-
tional OCM-EDR instead of the basic CM-EDR mechanism
depends on the supervised environment, whether it is calm or
agitated. When OCM-EDR is preferred, the optimal parameter
values ofNidle andNsleep should be used to configure the sensor
nodes.

VII. C ONCLUSION

This work has focused on studying the benefits to the energy
consumption that can be gained by adding CM-EDR capabilities
to systems of classical, unscheduled and cluster-based WSNs.
The resulting continuous-monitoring WSN has been modeled,
analyzed, simulated and studied.

The model developed describes a LEACH WSN. It calculates
the energy consumption in both the set-up and steady phases.
It then adds the CM-EDR capabilities by describing how only
relevant data are reported to the sink node. The elaborated model
is then extended to handle the case of optional OCM-EDR, where
CHs can enter the sleep mode. The system can be described by
a Markov process, with discrete time and finite state space.

Using this Markov process, the system was analyzed to find
expressions for the energy consumption and reporting latency
metrics. Simulations were also prepared and shown to closely
agree with the analytical model. Using these two tools, a number
of experiments were performed, in order to evaluate the charac-
teristics of such systems.

Through these experiments, the potential performance gains of
applying CM-EDR have been quantified. It has been verified that
CM-EDR can allow for an improvement in the network lifetime
while ensuring the continuous-monitoring task. More significantly
however, it has been shown that for calm supervised environment,
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Fig. 10. Comparison between OCM-EDR and CM-EDR

it is more convenient to use the optional OCM-EDR, whereas
in agitated environment, it is better to use the basic CM-EDR
mechanism. These results are summarized in Tables IV, V and
VI.

Table IV presents a comparison in the energy consumption
between the basic and the CM-EDR and OCM-EDR enhanced
protocols considering different values ofλ. With LEACH and
HEED protocols, lowλ signify values in the interval of0 ≤ λ ≤ 3
while with the Multihop protocol, lowλ are values in the interval
of 0 ≤ λ ≤ 0.1.

It is worth noting that enabling the CM-EDR and OCM-EDR
mechanisms reduces always the energy consumption. On the
other hand, the OCM-EDR mechanism has superior performance
in terms of energy consumption for low values ofλ while for
higher values ofλ the CM-EDR mechanism provides lower
energy consumption.

Table V summarizes our conclusions regarding the energy
consumption when OCM-EDR is enabled in a LEACH-based
WSN considering different values ofNidle andNsleep. For both
low and moderate values ofλ, with low or high values ofNidle,
OCM-EDR provides good performance. Considering moderate
values of Nidle the performance is superior since the energy

consumption decreases. A similar effect can be seen whenNsleep

is varied. In this case, OCM-EDR has the best performance when
λ is low. On the other hand, when the value ofλ is high, OCM-
EDR presents relatively bad performance for any values ofNidle

andNsleep since the energy consumption is higher than the basic
CM-EDR mechanism.

To summarize the results regarding the latency performance,
Table VI shows that for high values ofλ, OCM-EDR has always
the best performance since it allows the lowest latency. When
λ is small, the system has higher latency. Even though, it still
enables better latency than the basic CM-EDR mechanism.

Future research directions will be to consider our CM-EDR
technique, which takes its advantage from the natural temporal
correlation among the sensed data information, in conjunction
with spatial-correlation based schemes, which reduce the trans-
mission of redundant information by profiting from the spatial
correlation among the densely deployed sensor nodes. From
this perspective, the CM-EDR technique can be viewed as a
complementary alternative to limit the transmission of redundant
information. Energy savings would be much higher if sensors not
only do not transmit non relevant data, but also considers the data
form neighbor nodes in order to decide to transmit or enter the
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Protocol Low λ High λ
Basic LEACH Bad Bad
CM-EDR LEACH Good Superior
OCM-EDR LEACH Superior Good
Basic HEED Bad Bad
CM-EDR HEED Good Superior
OCM-EDR HEED Superior Good
Basic Multihop Bad Bad
CM-EDR Multihop Good Superior
OCM-EDR Multihop Superior Good

TABLE IV

ENERGY CONSUMPTION COMPARISON BETWEEN THEBASIC PROTOCOLS AND THECM-EDR AND OCM-EDR ENABLED PROTOCOLS

Protocol Nidle < 20, Nidle > 40 20 ≤ Nidle ≤ 40 Nsleep < 30, Nsleep > 45 30 ≤ Nsleep ≤ 45
OCM-EDR LEACH Low λ Good Superior Superior Superior
OCM-EDR LEACH Mediumλ Good Superior Good Good
OCM-EDR LEACH Highλ Bad Bad Bad Bad

TABLE V

ENERGY CONSUMPTION COMPARISON FORDIFFERENTPARAMETERS OF THEOCM-EDR LEACH ENABLED PROTOCOL

Protocol Low Nidle High Nidle Low Nsleep High Nsleep

OCM-EDR LEACH Low λ Inferior Inferior Inferior Inferior
OCM-EDR LEACH Mediumλ Good Good Good Good
OCM-EDR LEACH Highλ Superior Superior Superior Superior

TABLE VI

LATENCY COMPARISON FORDIFFERENT PARAMETERS OF THEOCM-EDR LEACH ENABLED PROTOCOL

sleep mode.

APPENDIX

In this Appendix we make use of a transitory Markov chain in
order to derive the average number of time slots that the LEACH
system remains in the state(n,m) at the cluster formation phase,
wheren represents the number of CHs with a backlog packet (i.e.,
CHs that have not yet transmitted correctly their announcement
messages) at the beginning of the slotk and m ∈ {0, ..., n}
represents the number of nodes that transmit on the slotk.

Let X(k) be the system state at the slotk defined by the tuple
(n,m) Then, the event{X(k) = (n, 0)} means that no node
transmits on the slotk and hence the slot remains free.{X(k) =
(n,m)} with m > 1 means that a collision occurs on the slotk.
Finally, {X(k) = (n, 1)} means that a successful transmission of
a CH announcement message is achieved on the slotk. In this
case, the next slot system state will beX(k + 1) = (n− 1,m′)
with m′ ∈ {0, ..., n− 1}.

The transmission of each backlog node on a slot is achieved
according to a geometric process with a probabilityq. Hence,
the process{X(k), k ≥ 1} is a discrete time Markov chain with
the state spaceS = {(n,m) | 0 ≤ n ≤ NCH , 0 ≤ m ≤ n} as
depicted in Fig. 11. The space stateS can be also expressed as
follows:

S =
NCH⋃
n=0

Sn, with Sn = {(n,m) | 0 ≤ m ≤ n}

To calculate the average energy consumption during the CH
announcement step, we need to calculate the average number of
visits of each states ∈ S before entering the(0, 0) absorbing
state.

The initial number of backlog CHs isNCH . Hence, the system
evolution starts at a states ∈ SNCH

. Specifically, X(1) =
(NCH ,m), with a probability

pa(NCH ,m) =
(

NCH

m

)
qm (1− q)NCH−m

, ∀ m = 0, ..., NCH .

(37)

Fig. 11. State transition diagram of the Markov chainX: caseNCH = 3

Note that
NCH∑
m=0

pa(NCH ,m) = 1.

Any states ∈ SNCH
, i.e., s ∈ {(NCH , m), m = 0, ..., NCH},

could be visited several times until the system visits the state
(NCH , 1), let say at slotk. This signifies that a successful CH
transmission occurs at slotk and hence the remaining number of
backlog CHs becomesNCH − 1. The system evolves thus to the
stateX(k + 1) ∈ SNCH−1 with a probabilitypa(NCH − 1,m),
m = 0, ..., NCH − 1. Again this set of statesSNCH−1 continues
to be visited until the system visits the state(NCH − 1, 1), and
so on and so forth.

Building on these observations, we can see that the number
of visits to a state(n, 1), 1 ≤ n ≤ NCH , before entering the
absorbing state(0, 0) is equal to1. Moreover, calculating the
number of visits of the processX to a generic state(n, m),
with 1 ≤ n ≤ NCH and 0 ≤ m 6= 1 ≤ n, before entering the
absorbing state(0, 0) turns out at calculating the number of visits
of the state(n,m) before entering the state(n, 1), given that the
system starts its evolution at the set of statesSn with an initial
probability distribution(pa(n, 0), . . . , pa(n, n)).

Hence, instead of studying the general process{X(k), k ≥ 1}
to compute the average number of visits of a state(n, m), we
can limit our study to the processZn = {(Zn(r), r ≥ 1}
shown in Fig. 12.Zn is a Markov chain on the finite space
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Fig. 12. State transition diagram of the Markov chainZn

Sn = {(n, 0), . . . , (n, n)}, where Sn\(n, 1) is the set of the
transient states and(n, 1) is the absorbing state.

Let denote byB = {(n,m)} and byD the remaining transient
statesD = {(n, 0), (n, 2), . . . , (n, m−1), (n,m+1), . . . , (n, n)}.
With these notations, we haveSn = B ∪ D ∪ {(n, 1)}.
α = (pa(n, m), pa(n, 0), pa(n, 2), . . . , pa(n,m − 1), pa(n, m +
1), ..., pa(n, n), pa(n, 1)) denotes the initial probability distribu-
tion of Zn. According to the decomposition ofSn, we define also
αB = pa(n,m) and αD = (pa(n, 0), pa(n, 2), . . . , pa(n,m −
1), pa(n,m + 1), ..., pa(n, n)). We denote byP = (P (i, j)),
i, j ∈ Sn the transition probability matrix ofZn. P is given
as follows:

P (i, j) =





1 if i = j = (n, 1);
0 if i = (n, 1) and j 6= (n, 1);
pa(j) otherwise.

(38)

To derive the number of visits of the state(n,m), the matrixP
will be decomposed with respect to the partition{B,D, (n, 1)}
as follows:

P =




PB PBD PB{(n,1)}
PDB PD PD{(n,1)}

0 0D 1


 (39)

where 0D is a row vector of dimensionn − 2 with all entries
equal to0.

Let NB be the random variable representing the total number
of visits of Zn to the state(n,m). That is,

NB =
+∞∑
r=1

1{
Z(r)=(n,m)

}

Based on [19], we have

Pr{NB = i } =
{

1− β if i = 0;
βhi−1 (1− h) if i ≥ 1.

(40)

whereβ andh are given by:
{

β = αB + αD (ID − PD)−1
PDB

h = PB + PBD (ID − PD)−1
PDB

(41)

whereID is identity matrix with dimension(n− 2).
To deriveβ andh, we need to calculate(ID − PD)−1

PDB as
follows:

(ID − PD)−1
PDB = pa(n, m) (ID − PD)−1 1D

where1D is a column vector of dimensionn− 2 with all entries
equal to1.
SincePD is a stochastic matrix up to a constant, i.e.,PD1D =
(1− pa(n,m)− pa(n, 1))1D, we have,

(ID − PD)−1 =
+∞∑

k=0

(PD)k

This yields to

(ID − PD)−1
PDB

= pa(n,m)
+∞∑

k=0

(PD)k 1D

= pa(n,m)
+∞∑

k=0

(1− (pa(n,m) + pa(n, 1)))k 1D

=
pa(n,m)

pa(n,m) + pa(n, 1)
1D (42)

Replacing (42) in (41), we get

β = h =
pa(n,m)

pa(n, m) + pa(n, 1)
(43)

As a result, we get

Pr{NB = i } =
{

1− β if i = 0;
βi (1− β) if i ≥ 1;

and the average number of visits ofZn to the state(n,m) is
therefore:

E[NB ] = E
[
N{(n,m)}

]
=

β

1− β
=

pa(n,m)
pa(n, 1)

(44)
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