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Abstract— Continuous-monitoring applications are an important In this work, we focus on the class of continuous monitoring
class of wireless sensor networks (WSNs) applications. These ap-applications where the final user requires the most recent values
plications require periodic refreshed data information at the sink sensed by the sensor nodes. Hence, each sensor node periodically
nodes. To date, this entails the need of the sensor nodes to transmit . . ’ .
continuously in a periodic fashion to the sink nodes, which may lead produces ‘_jata 'r‘forme}t'on. and reports to one or SeV?ral sink
to excessive energy consumption. nodes. This typically implies that sensor nodes continuously

In this paper, we show that continuous-monitoring does not imply transmit their information regardless of whether they have rel-
necessarily continuous reporting. Instead, we demonstrate that we evant data or not [14]. By relevant data we refer to data that

can achieve continuous-monitoring using an event-driven reporting  contains different information from the previous data information
approach. Building on this, we propose two new mechanisms that en- transmitted by the same sensor

able energy conservation in continuous-monitoring WSNs. The first . ) .
mechanism can augment any existing protocol, whereas the second N View of this, we propose two schemes that perform intel-
is conceived for cluster-based WSNs. With both mechanisms, sensorligent reporting of the data information to the sink nodes by
nodes only transmit information whenever they sense relevant data. avoiding the transmission of extra and non relevant data informa-
To evaluate the efficiency of our proposals, the basic unscheduledtion For example, consider a continuous-monitoring temperature

transmission model and three well-known cluster-based protocols P . -
are used as baseline examples. Specifically, new analytical modelsapphcat'on’ where each sensor node transmits periodically the

for conventional cluster-based systems and for our approach-enabled Sensed temperature to the sink node [2]. In such application,
systems are complemented by simulations in order to present a it may happen that sensors have very similar reading during
quantified perspective of the potential benefits of the proposed |ong periods of time and it would not be energy-efficient for
reporting technique. We prove that significant energy conservation gensors to continuously send the same value to the sink node.
can be achieved using our reporting approach. . The network lifetime would be greatly increased by programming
Index Terms— Wireless sensor networks, clustering, energy- .
efficiency, continuous-monitoring, event-driven reporting. the sensors to transmit only when they have sensed a change
in the temperature compared to the last transmitted information.
In doing so, the end user would have a refresh value of the
I. INTRODUCTION temperature in the supervised area even if the sensors are not
transmitting continuously in a periodic fashion. The final user
Wireless sensor networks (WSNs) rely on the cooperativigould have exactly the same information gathered by the WSN as
effort of the densely deployed sensor nodes to gather dajgh the classical continuous-monitoring applications, but while
information from the supervised area [1] [2], typically either téhe sensors only transmit when there is relevant data.
achieve environmental monitoring or target tracking and sensingWwe refer to this technique as Continuous-Monitoring based on
Both applications produce light traffic compared to traditionain Event Driven Reporting (CM-EDR) philosophy. Specifically,
wireless networks, but with different characteristics. While envbur proposed CM-EDR mechanism can be viewed as a particular
ronmental monitoring often requires continuous-monitoring of thgpe of EDD applications, where an event is defined as an
supervised area (i.e., each sensor node transmits periodicallyiriifortant change in the supervised phenomenon compared to the
sensed data to the sinks node), target tracking requires instead reading sent to the sink node. However, the main difference
Event-Detection Driven (EDD) WSNs, where communicationgith typical EDD applications is that with CM-EDR, the end user
are triggered by the occurrence of a pre-specified type of everiguld have a continuous reading of the phenomenon of interest,
In this case, once an event occurs, it is reported to the sink nag§ich is not the case with EDD applications
by the sensors within the event area. We emphasize the difference in terms of goals and pro-
duced traffic between CM-EDR applications and classical event-
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Temp(to+26) = 70°F. Considering an EDD application with a
threshold equal td00°F, no report is transmitted to the sink
node. With a classical continuous-monitoring application, the

mechanisms, sensors only transmit their data whenever an
event occurs. Moreover, with the second mechanism, if a
CH has not received data from any of the cluster members

(CMs) during a certain number of consecutive slots, then the
CH goes to sleep for a predefined period of time which is
advertised to all CMs. During this period, the sensor nodes
transmit directly to the sink node if needed. Once the CH
wakes up again, CMs resume their transmissions through the
CH using their previously designated time slots. In doing so,
we aim at achieving further energy conservation in cluster-
based WSNSs. This benefit, however, comes at the cost of
increasing the transmission power at the sensor nodes during
the CH sleeping period. This tradeoff between the energy
consumption at the CHs and their associated CMs is also
investigated in this work.

Finally, new analytical models for conventional cluster-
based systems and for our approach-enabled systems are
complemented by simulations in order to quantitatively

sensor node transmits periodically its sensing data, i.e., three
reports are transmitted to the sink node. Enabling the CM-EDR
option, the sensor node transmits only two reports,aand at

to + 24.

Using the CM-EDR philosophy, we propose a first mechanism
to improve the energy-efficiency in continuous-monitoring WSNs.
This mechanism is protocol-independent in the sense that it can
be applied to any reference protocol. This mechanism is designed
therefore as an extension layer that can augment any of the
existing WSN protocols (i.e., MAC and routing protocols).

In this study, the basic case where sensors communicate
directly with the sink node (i.e., unscheduled architecture [2])
in addition to three cluster-based reference protocols [15] — [17]e
are used as baselines to which the CM-EDR improvements could
be compared. In addition to the unscheduled architecture, using
cluster-based architectures is motivated by the results in [15] evaluate the benefits of the proposed reporting techniques.
— [17], which highlight the significant energy conservation that The mathematical models provide explicit expressions of
could be achieved when clustering sensors into groups, so that both the energy consumption and the reporting latency.
sensors communicate information only to cluster heads (CHs)The organization of the paper can be divided in two parts: In the
which communicate the aggregated information to the sink nodigst part, sections I, Il and IV are dedicated to present, compare
In view of this, the second mechanism based on the CM-ERRRd analyze the reference protocols used to appreciate the gains
philosophy, which is more appropriate to the class of clusténtroduced by the CM-EDR mechanism. In the second part,
based WSNs, is proposed in this work. sections V and VI analyze and compare the CM-EDR enabled

In both WSNs architectures, unscheduled or cluster-basggotocols with different system parameter values. Specifically,
contention-based MAC protocols (i.e., random access protocaigktion Il reviews the reference cluster-based protocols used as
need to be used. In particular, for the cluster-based architectutgsgselines to which the CM-EDR improvements are compared.
random access protocols are used at the set-up phase of Hégowing this, section Ill specifies the system model and com-
clusters, i.e., when forming the different clusters. The energyres the basic LEACH cluster-based architecture [15] to the
consumed in this phase is far from being negligible and need tolgscheduled architecture using different random access protocols
considered in order to conduct a fair comparison between clust@rorder to investigate the main interest of WSN clustering. In
based and unscheduled architectures. Even though, a commition 1V, a theoretical framework is developed to evaluate the
assumption in previous works is the negligence of the energiergy consumption and the reporting latency with the basic
consumed in the cluster formation phase. However, as it is ShOMRACH protocol. Then, section V describes our proposed CM-
in this paper, the random access protocol and the backoff polepR mechanisms and extends the analytical model to evaluate
implemented to resolve access conflicts in the cluster formatigie WSN performance when using our CM-EDR philosophy.
phase have an important impact on the WSN performance. diimulations have been performed to validate the analytic results;
this paper, we provide an in-depth and fair comparison betwegsing these results, a study of the characteristics of the CM-
cluster-based and unscheduled architectures by considering vVapR system is presented in section VI. The performance of our
ous random access protocols at the cluster formation phase. proposal is evaluated, using the basic unscheduled architecture

The main contributions of our work are summarized as followgnd three well-known clustering protocols as baseline examples.

« First, an in-depth comparison between cluster-based d&hide article concludes with a summary of our conclusions and

unscheduled architectures is realized in order to explagentributions.

the main interest of WSN clustering. To achieve this, we

consider various contention-based MAC protocols. Specifi- Il. REFERENCEPROTOCOLS

cally, different variations of the carrier sense multiple accessAs stated before, in this work we focus mainly in cluster-
(CSMA) are considered such as non-persistent CSMA (NPased reference protocols for the introduction of the CM-EDR
CSMA), one-persistent CSMA (1P-CSMA) and CSMA withmechanism. The reason for this is that, as show in section lll,
collision avoidance (CSMA/CA). Moreover, different back<lustering sensor nodes provides several advantages compared to
off policies are investigated such as geometric backoff (GBje unscheduled case. It allows reducing the energy consumption
uniform backoff (UB), binary exponential backoff (BEB)due to collisions, idle listening and overhearing by coordinating
and negative exponential backoff (NEB). sensor nodes belonging to each cluster with a common schedule.

« As a second main contribution of our work, two mechafhe CH assigns resources by clarifying which sensor nodes

nisms based on the CM-EDR philosophy are proposed should utilize the channel at any time ensuring thus a collision-
conserve energy in continuous-monitoring WSNs. The firBee access to the shared data channel. Specifically, the following
mechanism can augment any existing protocol, whereas #MSNs will be considered in the analysis as baselines to which
second is conceived for cluster-based WSNs. With bothe CM-EDR improvements are compared.
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« Unscheduled MAC protocol-based WSNs [2]: In this casep only at its associated slots. Instead, the CH never enters the
the sensor nodes transmit directly their sensing data to $leep mode and at the end of each TDMA frame it transmits the
sink node without any coordination between them. aggregate data to the sink node.

o Cluster-based WSNs (i.e., scheduled MAC protocol-basedThe LEACH operation is composed therefore of two phases:
WSNs): The WSN is divided into clusters. Each senseet-up and steady state phases. While the set-up phase refers to
communicates information only to the CH, which commueluster formation, the steady phase corresponds to the TDMA
nicates the aggregated information to the sink node. In ooperation. The duration of the steady phase is fixed by the
study, we considered three well-known clustering protocolsetwork administrator. It is generally preferred that the steady
Low Energy Adaptive Clustering Hierarchy (LEACH) [15],phase lasts much longer than the set-up phase in order to limit
Hybrid Energy-Efficient Distributed clustering (HEED) [16]the energy consumption due to coordination message overhead.
and the clustering protocol of [17] that allows multi-hofHowever, rotation of the CH role among the sensor nodes is
communications inside the clusters. This latter, called hengeeeded to balance the energy consumption inside the WSN.
forth as MH clustering, can be seen as an extension of the
LEACH protocol to the multi-hop case. B. HEED

It is worth noting that we use both scheduled and unsched{ jkewise LEACH, the HEED protocol [16] operates in two
uled MAC protocol-based WSNs to show the capability of oghases: the set-up phase where clusters are formed and the steady
proposed CM-EDR mechanism to augment any WSN design.phase where the sensor nodes transmit their data using the TDMA

Four main sources of energy wastage can be identified ffames. HEED differs from LEACH in the way CHs are selected.
WSNSs: collisions, overhearing (when a node receives an un-The choice of the CHs with HEED is done in an iterative way.
intended packet), idle listening (lost energy while listening tphe aim is to achieve a better distribution of the CHs in the WSN
the medium to receive possible traffic that is not sent) anrg the cost of more complexity and increased overhead compared
overhead (due to exchange of signaling messages required fortr@ EACH, which does not guarantee a good distribution of the
protocol execution) [2]. Compared to the scheduled protocols, t€is inside the WSN. To elect CHs, HEED considers a new metric
unscheduled MAC protocols experience, in general, a higher rgigt reflects the residual energy at the sensor nodes. An elected
of collisions, overhearing and idle listening. A scheduled MA@H advertises only its neighbors as opposed to the LEACH
protocol, such as in the cluster-based architectures, addregsiggocol where all the WSN nodes are advertised. In doing so,
all of these issues inherently since it coordinates transmissSiQEED ensures a better distribution of the CHs inside the WSN.

among sensor nodes. Once the clusters are formed, each MONR that receive multiple CH announcements select the CH that
will be affected an exclusive time slot, preventing thus collisiongequires the lowest energy for communication.

Moreover, since each node knows when to transmit, it does not
need to be awake during the complete TDMA frame but only gt 1y Clustering

its specific time slot. As such, there is neither overhearing nor_l_h w , lusteri tocol ider single h
idle listening. But, again, these benefits compared to the bi:éc € LWo previous ciustering protocals consider single hop ar-

unscheduled model come at the cost of coordination mess& gecture insi_de gach cluster, i'?" a!l CMs commu_nicate directly
overhead during the cluster formation phase. In this work, the CH, which in turns transmits directly to the sink node. [17]

investigate this tradeoff considering different random access pﬁ?—n be seen from this perspective as an extension of the LEACH

; tocol to the multi-hop case.
tocols. As opposed to the previous works, we do not negleﬁf N . : . .
the energy consumption at the cluster formation phase. In thEJ_|keW|se LEACH, each CH advertises itself to the neighboring

following, we review the clustering protocols used in ouranalysi?‘.ens.or nodes, Wh'(.:h relay .the advertisement in a multi-hop
ashion. The advertisement is forwarded to sensors that are at
most A hops away the CH. CMs that receive multiple CH

A. LEACH announcements select the closest CH in terms of hop count. On

The LEACH protocol [15] groups sensors into clusters in orddipe other hand, a sensor node that is neither a CH nor has received
to conserve energy. To balance the energy consumption insiy CH announcement becomes a forced CH.
the network, the CH role is rotated among all sensor nodes. CH&Perating the WSN in a multi-hop fashion enables further
are selected in a fully distributed manner, without needing ti§8€rgy conservation in communications compared to single hop
exchange of signaling messages, which are required, howed@nsmissions, mainly in large WSNs. This gain comes at the
for the CH announcement. The local decision to become a ¢@st of additional complexity, for example the one-hop CMs
takes into account when the node served as a CH for the [88€d to perform data gathering from the two-hop CMs, so on
time. As such, a sensor node that has not been a CH for a IéHl so forth. In addition, the overhead in the set-up phase may
period is more likely to become a CH in the next round. increase considerably since CH messages have to be forwarded
Each sensor node selected as a CH, transmits an accep‘t'?ﬁ@ugh multiple hops. This MH clustering example allows us to
message to the remaining sensor nodes. Cluster members (CRigstigate the impact the CM-EDR mechanisms when multi-hop
that receive multiple CH announcements select the CH tif@@mmunication is enabled inside the cluster.
requires the lowest energy for communication by sending a cluster
join message. Once a CH received all the CM announcements, it |ll. COMPARISON BETWEENCLUSTER-BASED AND
computes its schedule and assigns time slots to the different CMs. UNSCHEDULEDWSNS
Hence, a TDMA frame shared among CMs is formed. Each CMIn this section, we focus on the analysis of the LEACH
can enter the sleep mode during the TDMA frame and wakpsotocol as it represents the basic clustering protocol in WSNs.
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Results regarding the remaining reference protocols are provided NEB: W, follows a negative exponential distribution with

in subsequent sections. Specifically, we explore the main interest meanl/R.

of WSN clustering by comparing the LEACH cluster-based model Based on these random access protocols, a comparison be-

to the basic unscheduled model, where communications &fgen the LEACH cluster-based WSN and the basic unscheduled

performed directly between the sensor nodes and the sink no@igsN is performed using the following assumptions and system
As a distinguishing future from previous works, we consider igarameters:

our study the energy consumption due to overhead in the clustel 114 total number of sensor nodes in the system is 100.

formation phase. We show that the energy consumed in this phase gensor nodes are uniformly distributed in an area between

is fgr from be_mg_neghglble. Recall that the maln_phllosophy (0,0) and (100, 100) meters (i.e., square0 x 100 area).

behind clustering is to reduce the energy consumption compared The sink node is situated outside of the supervised area at

to the unscheduled systems by reducing collisions, idle listening the coordinatg50,175) as in [15].

and_ overhearing at the cost of coordination message overhead || sensor nodes have the same amount of initial enetgy (
during the cluster formation phase. J)

« Each sensor node senses its area periodically, each
A. Network Model Tsensing = 1s, and transmits the produced data information
to the sink node.
All nodes can transmit with enough power to reach directly
the sink node. Additionally, nodes can use power control to
vary the amount of transmit power.
The energy consumed to transmit a packet depends on both
the length of the packet and the distance between the
transmitter and receiver nodes We use the same model
as in [15] where:

In our analysis, we consider different variations of CSMA
protocol to arbitrate the access to the medium among the sensor
nodes at the cluster formation phase. Specifically, the NP-CSMA,
1P-CSMA and CSMA/CA variations are considered along with
different backoff policies are investigated (i.e., GB, UB, BEB and *
NEB).

According to the CSMA technique, a sensor node listens to
the medium before transmission. If the medium is sensed idle,
the node starts transmission. Otherwise, in NP-CSMA, the nodeE Ld) — I X Eejee +1 X €55 X d?, if d<dp 1
draws a random waiting time (backoff period) before attempting ta(l, d) = I X Bepee +1 X €p x d*, if d > dy (1)
to transmit again. During this time, the sensor does not care about
the state of the medium. In 1P-CSMA, after detecting activity on
the medium, the node continues to sense the channel until the
end of the ongoing transmission and then immediately transmits.
Since in a wireless environment, nodes can not hear collisions,
another variant of CSMA called CSMA/CA is used, such as the
one used in the Distributed Coordination Function (DCF) of the
IEEE 802.11 protocol [18]. Accordingly, the node first senses *®
the medium and if it is idle it does not immediately transmits
but rather waits for a certain period of time called Distributed Erz(l) = 1% Eelec (@)

Inter Frame Space (DIFS). If the channel remains idle, the node, Considering LEACH, each CH dissipates energy in recep-
transmits, otherwise, it continues listening to the channel until it 5 transmission a}ld in aggregating the signals received
becomes idle for a DIFS period and then enters to the backoff {41 the CMs. The energy for data aggregation is set as

procedure to avoid collisions. Epa = 5 ndbit/signal.
Whenever a collision occurs, sensor nodes must retransmit theif cps perform ideal data aggregation.
packet according to the different backoff policies. For instance,, Tne expected numbeNcy of CHs following the cluster
considering the CSMA/CA case, the sending node attempts 10 formation phase is set equalioln this section, we used the
send its frame again when the channel is free for a DIFS period g5me network topology as in [15], where it was demonstrated
augmented by the new backoff value, which is sampled according ihat LEACH is most efficient when the number of CHs,
to the backoff policy. LetV; (expressed in terms of time slots) Ney, is equal to 5 in a 100-node network. Hence, the results
be a random variable representing the backoff delay at a node gpnown here for LEACH are obtained by choosing the best
experiencing consecutive collisiong¥; is calculated as follows parameter value foNc .
according to the different backoff policies: « The rest of the parameters are listed in Table I.
« UB: W; is uniformly chosen from the rande, w).
« BEB: W; is uniformly chosen from the rangg, 2~ tw],
wherew is the initial backoff window size. This means thaP: mpact of the Random Access Protocol
the range of the backoff delay is incremented in a binary Figure 1 shows the evolution in time of the number of sensors
exponential manner according to the number of collisiorssill alive in the WSN in the LEACH and the unscheduled
suffered by the packet. Following to each unsuccessftises. In the unscheduled case, access is arbitrated using NP-
transmission, the backoff window size is doubled until @SMA with GB policy. In the LEACH case, three random
maximum backoff window size value equal @"w is access strategies are considered: NP-CSMA, 1P-CSMA and the
reached, wheren is the number of backoff stages. CSMAJ/CA, all with the GB policy. We use the same backoff
« GB: IV, is geometrically distributed with a probability. policy (i.e., GB) in order to perceive the impact of the random

where E... is the electronics energy,;, x d? or Emp X

d* are the amplifier energies that depends on the distance
to the receiver, and; is a distance threshold between the
transmitter and the receiver over which the multipath fading
channel model is used (i.ed* power loss), otherwise the
free space model (i.ed? power loss) is considered.

The energy to receive a packet depends only on the packet
size, then:
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Fig. 1. Evolution in time of the number of sensors still alive in the WSN

Parameter Value
€fs 10 pJ/bit/in? . . . . . . . . .
€Emp 0.0013 pJ/bit/rh
Eelee 50 nJ/bit
Epa 5 nJ/bit/signal
Idle power 13.56 mW
Sleep power 15 LW 107} 1
Initial energy per nodel 2 J
Transmission bit rate | 40 kbs™!
Round time 20 sec.
TABLE |

PARAMETERS SETTING
-3

10 '

access strategy on the WSN performance. Typically, we fix the
backoff policy and we vary the random access strategy. Note that
similar results can be obtained with the other backoff policies.
Let us first focus on the LEACH performance. Figure 1 shows
that for low values ofq, the different access protocols provide 10" ol 02 03 o4 o5 o8 o7 o8 o9
comparable results, whereas for moderate valueg tife NP- q
CSMA is the best (see Fig. 1(b)). Indeed, with low values of the
probability ¢, all the access protocols enable practically collisiorf#9- 2. Average energy consumption per unit of time per sensor node
free transmission and achieve thus similar energy consumption.
It is worth noting that in this range of, achieving practically coordinates the sensor nodes’ transmissions with a common
collision-free transmission comes at the cost of excessive accesisedule in the steady phase, which eliminates collisions, idle
delay to the medium. In this context, the energy wasted duelistening and overhearing. This gain depends on the access
idle listening while waiting to transmit or to receive a packet igrotocol choice. For example, Fig. 1(b) shows that using the 1P-
dominant compared to the energy wasted due to collisions. CSMA access protocol with LEACH provides the smallest gain.
In contrast, for moderate values @fthe energy wasted due toThis is because 1P-CSMA causes excessive collisions among the
collisions is dominant since collisions are more likely to happesignaling messages at the cluster formation phase. This harmful
In this case, NP-CSMA allows the lowest energy consumptiowastage of energy at the cluster formation phase slows down
On the other hand, 1P-CSMA presents the highest collisithe gain that achieves LEACH in the steady phase due to its
probability leading thus to the highest energy consumption pstheduled transmission compared to the unscheduled case.
unit of time when LEACH is enabled as can be seen in Fig. 2. InLet us now focus on the latency performance. Figure 3 depicts
view of this, the WSN experiences the fastest sensor node enettgy reporting and the cluster formation latencies. The reporting
drain with 1P-CSMA (see Fig. 1(b)). latency is defined as the time between the report generation and
Let us now compare LEACH to the basic unscheduled cais&reception by the sink node. The cluster formation latency is the
from energy consumption perspective. We can see in Figs. 1 dimle needed to form the clusters, i.e., to elect the cluster heads and
2 that LEACH achieves always significant gain compared to the construct the TDMA frames. Again, NP-CSMA allows the best
basic unscheduled transmission case. This is because LEA@BuUlts when LEACH is enabled. In this case, the reporting latency

—— NP-CSMA LEACH
—O— 1P-CSMA LEACH
——— CSMA/CA LEACH
—+— NP-CSMA Unscheduled

Energy Conusmption per Unit of Time per Sensor (J)
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Fig. 3. Average reporting and cluster formation latencies Fig. 4. Evolution in time of the number of sensors still alive in the WSN when
varying the backoff policy
curve follows the_- same pace as th_at of the cluster_ _formation <107 a) GB <107 b) UB
latency curve, which is a convex function of the probabilityrhe 515 55
rationale behind this can be explained as follows. For small values s sS4
of ¢, the access delay to the medium during the set-up phase is§ 1 §3
very large, which induces large cluster formation latency. On the £ g 5
other hand, large values gfcause excessive collisions, increasing ¢ 0.5 e |
thus the time needed to transmit correctly a signaling message. ¢ o !
i i i w9 Yo
Hence, the optlma_1l cluste( formation latency is atrgdeoﬁ bet_w_een 02 02 o6 os 1 0 20 60 80 100
the above opposite requirements. In our scenario, the minimal q w
cluster formation time is obtained wherranges betweed.3 and 5 X 107 c) BEB 16X 10° d) NEB
0.5. It is worth noting that the reporting latency is always lower 2 =
than the cluster formation latency, since after the set-up phase, g 4 2 14
packets are transmitted in a contention-free way and sensor nodes 5 3 £~
only have to wait for their assigned time slots inside the TDMA ~ § 2 8.,
frame. =2 I N - B
Finally, compared to unscheduled case, the NP-CSMA-based g,
LEACH achieves lower latencies thanks to its collision-free 20 40 60 80 100 02 04 AO-G 08 1
. . . w
transmission during the steady phase. R

According to the above results regarding both the energy con-
sumption and the reporting latency, we can draw two importang. 5. Average energy consumption per unit of time per sensor node when
conclusions: i) the cluster-based LEACH architecture performa@ying the backoff policy
always better than an unscheduled one and ii) the NP-CSMA
behaves better than the 1P-CSMA or CSMA/CA protocols for _. -

. . Figures 4 and 5 compare the energy efficiency among the four

the different parameters of the backoff policy. Therefore, for trl)e ckoff policies: GB. UB. BEB and NEB. The main observation
rest of the paper, we use the NP-CSMA as access strategy. i P ; ! ’ '

the next subsection, different backoff policies are used with tsert]halt GB prowde_s_the lOWESt energy consumption c_or_npa_ire_d to
. . the remaining policies, which on the other hand exhibit similar
NP-CSMA in order to analyze their performances. e ; .
results. Specifically, Fig. 5 shows that the energy consumption

with the GB policy is always below mJ per unit of time, whereas
C. Impact of the Backoff Policies it is around1.5 mJ with the other backoff policies.

In this subsection, we analyze the NP-CSMA-based LEACH Figure 6 shows the reporting and the cluster formation latencies
protocol using different backoff policies. Recall that in the prevfor the four backoff policies. Again, we can observe in Fig. 6(a)
ous subsection, we proved that, using the same access protdbal, using the GB policy the reporting and cluster latencies are
the cluster-based systems outperform always the unschedwleavex functions of;, where minimum delays are obtained fpr
systems. Moreover, we showed that NP-CSMA stands out as théhe range 0f0.3, 0.5]. Moreover, the GB policy achieves sim-
best access strategy for cluster-based systems. In this subsedii@nresults (although sometimes slightly higher) as the remaining
we rather look for the best backoff policy that enables furthé@ackoff policies.
energy conservation as well as reduced reporting delay. Since the GB policy achieves better results in terms of energy
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© a) GB b) UB the CH nodes undergo hence the backoff procedure. Accordingly,
Reporting Latency the channel is divided into time slots that can be used by the CHs

=
o
o
~

— Reporting Latency

2 1% —%&— Cluster Latency T 03| —%— Cluster Latency | s 10 transmit their announcement messages. The duration of a time
27 2 o2 slot ¢, is by definition the time that takes a sensor to transmit
e OEW g a control packet.
g 10 5 0.1/ In order to calculate the energy consumption in the CH
s — announcement step, we consider that at any time slot, the system
% 05 1 % 40 60 80 100 can be defined according to the number of potential nodes that can
q w initiate transmissionp, and the number of actual transmissions
0.6 © BEB 9 NEB made,m, at the beginning of the time slot. Hence, the system can
__osl| 7 Reporting Latency 06 Reporting Latency be described by the duple:, m). In the Appendix, we present
g o —#%— Cluster Latency . g —#%— Cluster Latency a methodology based on a transitory Markov chain to derive the
P %04 average number of time slots that the system can be found at
% z-; ST - % 02 | state(n, m), namely:
01l ot E[N3] = B [Nyumy] = 2207 )
20 40 60 80 100 0 0.5 1 DPa (n7 1)
" ’ where p,(Neg,m) = (Nom)gm (1 — )N ™™ for m =
0,...,Ncn.
Fig. 6. Average reporting and cluster formation latencies when varying the Accordingly, the total energy consumption in the WSN during
backoff policy the CH announcement step can be calculated as follows:

fi t th t fi f slightly hi ECH,Announ = f(NCHalsig)
consumption, even at the cost sometimes of slightly higher = Non Bty (lsigs dmax) + (N — Non) Erg(Lsig)

latencies compared to the other backoff policies, then the NP- N
CSMA with GB policy will be used as the access strategy for 2l &
+ 2 > E[Nymy]

the rest of the manuscript. <mEm(lSig, dmax)

n=1 m=1

IV. MATHEMATICAL MODEL FORLEACH + (N —m) E’r'a;(lsig)>
In this section, we present a mathematical model for the Nen
LEACH-enabled WSNs. Compared to [15], we consider the + Z E [N{(n O)}] NEidetsig (4)
energy consumption and the delay introduced by the cluster ne1 ’

formation phase. We present explicit expressions for the averaae. ./  denotes the size of a control packet,.. = v2M
energy consumed per unit of time by a sensor node, the aver diarsr:%ter of theé! x M square supervised aregxaﬂqﬂe the

repor_ting latency and the average cluster formation time. 9erage amount of energy consumed per unit of time by a sensor
consider the LEA.‘CH protocol with the NP'CSMA access strategé)de in the idle state. We highlight that the first element of (4)
and th?. GB pol_lcy_, where a packet transmission is dong W rresponds to the energy dissipated in the WSN due to the first
proba}bll|ty g It IS important 1o note that the r_esults provide ollision among all the CHs when attempting to send for the first
by this model will be used as baselines to which the CM'EDi e all together their announcement messages at the beginning of

lmplro':_/en:entz a}re r::omtpr)]ar%d'\./l Igérll?e rt|e>f{t section, Vt\)lle dpr?s?ntb & set-up phase. The remaining elements of (4) correspond to the
analytical modet when the ©.\- stralegy IS enabled. In 1a ergy consumption during the backoff procedure that undergo
Il we present the mathematical symbols used in this section Ol

both th . dq1 Ivsi e Ncy CHs.
oth the energy consumption and latency analysis. 2) CM join step: As explained before, once the CH announce-

ment step is completed, each sensor node transmits a CM join
A. Energy Consumption Analysis message to its associated CH. Similarly to the CH announcement

At the beginning of each new cycle or round, a new set 8f€P. theN — Ncoy sensor nodes try to join their CHs at the
Nepy CHs is elected. The CH role is rotated among all sense®Me time, leading thus to a collision occurrence. Then, the
nodes in order to balance the energy consumption inside §RNSor nodes enter in backoff procedure to transmit their CM
WSN. The cluster formation phase can be divided into three steff$f! Messages. _ _

CH announcement, CM join and CH schedules. In the first step,ollowing the same reasoning as in the CH announcement step
each elected CH advertises all the sensor nodes in the W$g» USing (4)), we obtain the average energy dissipated during
Once the CH announcement step is completed, each sensor {B&e“M join step as:

f[ransmit_s a CM join message to its associa_ted_ CH. Based on this Ecn_join = F(N = Now, lsig) (5)
information, each CH transmits a message indicating the schedul

to its associated CMs. In what follows, each step will be analyzeds’) CH _schedgles stepin this step, each_ CH transmits a
separately. message indicating the schedule to its associated CMs. Using the

1) CH announcement stepAt the beginning of the set-up same reasoning as before, the average energy consumed during

phase, all the elected CHs try to advertise the remaining sengber CH schedules step is given by:

nodes at the same time, leading thus to a collision occurrence. All Ecu sched = f(Ncw, lsig) (6)
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Notation Description of the Notation

N Number of sensor nodes in the network

Neg Average number of cluster heads in the network

Nowm Average number of cluster members in the network

M Side length of the square supervised area

lsig Size of the control packet

ldgata Size of the data packet

dmaz Diameter of the MxM square supervised area

doM().CH Average distance between the cluster member nae its associated cluster head

doHN Average distance from the cluster head to the sink node

tsig Duration of the control packet

tdata Duration of the data packet

Tsensing Sensing period

Ttrame Average duration of a TDMA frame

Tround Round time after which the cluster head nodes are elected anew

Tset—up Average time spent in the cluster formation phase

TCH Announ Average cluster head announcement time

TCH_Join Average cluster member join time

TCH_Sched Average cluster head schedule time

Tset—up(LEACH) Average time needed to form the clusters

Treporting(LEACH) Average reporting latency

FEio Energy consumed at transmission

FErg Energy consumed at reception

Fiqie Average energy consumed per unit of time per sensor in the idle state

Esicep Average energy consumed per unit of time per sensor in the sleep state

EcH Announ Average energy consumption at the cluster head announcement phase

EcM_join Average energy consumption at the cluster member join step

EcH._Sched Average energy consumed at the cluster head schedules step

Esct—up Average energy consumed at the set-up phase

Ecm(LeacH) Average energy consumed per cluster member node during the sensing period

Ect,rame(racm) | Average energy consumed by a cluster head node during a TDMA frame

Ecu(LeacH) Average energy consumed per cluster head node during the sensing period

FwsNnweACH) Average energy consumed in the network during the sensing period

Esteady(LEACH) Average energy consumed in the network during the steady phase

Esensor(LEACH) Average energy consumed in the network per unit of time in LEACH
TABLE Il

MATHEMATICAL NOTATION FOR THELEACH SYSTEM ANALYSIS

Finally, the average amount of energy dissipated to forthroughout the cluster area, then the expected square distance

clusters is: from the CM nodes to the CH is given by:
ESet—up(LEACH):ECH,Announ+ECM,Join+ECH,Sched (7) 2 ]\/[2

E [(dCM,CH) } =

27TNCH

4) Energy consumption in the steady phadeet us now

calculate the average amount of energy consumed during {fi€ere )/ is the side length of the square supervised area. Hence

steady phase, where each CH receives periodically a TDMAe average amount of energy consumed by a CM node during a
frame from its CMs. In our study, we assume that fiiesensor sensing period is:

nodes are uniformly distributed in the supervised area. Hence,

there are on averaghi/Ncy nodes, including the CH, in each Ecm(LEACH) = (Tsensing — tdata) Esteep
cluster. M
In continuous-monitoring WSNSs, each sensor node senses its +Ei, (ldam, \/W) (8)
H

area periodically, eacHcy,sing period of time, wherese,,sing >

Tframe- We note thatlfame = w0 tdata iS the duration of  in turn, each CH consumes energy in receiving and aggregating
a TDMA frame, whereta;, is the duration of a time slot the data sent by its CMs as well as in the transmission of that

needed by a sensor to transmit a data packet of ize. In  aggregated data to the sink node. The energy consumed by a CH
the particular case WhefBcsing = Trrame, the WSN operates node during a TDMA frame is therefore:

in the saturation regime, i.e., a sensor node always has data to
send to the sink node. Since each sensor node wakes up only
during its attributed time slot, then the energy consumed by a

CM 4 node during a sensing peridd.c,sing IS:

N
ECH,frame(LEACH) = (]VCH - 1) Er:z:(ldata)

. +@ldamEDA
ECM (7/) (Tsenszng tdata) Esleep + Et:z:(ldata7 dC]V[(z),CH) —|—Et:[, (ldat(“ dCHng) (9)
where Eg .., is the average amount of energy consumed by a
sensor node per unit of time in the sleep state &agh ;) cx is Wheredcy s is the average distance from the CH to the sink
the distance between the CM nodeand its associated CH. Innode.
[15], it was demonstrated that if the density of nodes is uniform Thus, the energy consumed by a CH node during a sensing
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period is: 2) The average reporting latencyt is the time needed by a
B generated report to be received by the sink node. In continuous-
Ecn(LEACH) = EcH_frame(LEACH) monitoring WSNSs, the sensor nodes produce data information at
+ (Tsensing = Tframe) Esicep (10)  the beginning of each sensing period. In the steady phase, the av-
The energy consumed in the network during a sensing perid®9¢ report|_ng t_|me is simply the transm|s_5|on time of a TPMA
is therefore: frame. Considering the extra delay spent in the construction of
the clusters, the reporting latency increases slightly as follows:

N
EWSN(LEACH) = NCH< ( — 1) ECM(LEACH) T. LEACH)T. >
NCH Treporting(LEACH) = TfTame + set—up( T Cd ) eneng
+ECH(LEAC’H)> (11) (18)
and the total energy consumed in the network during the steady. CONTINUOUS-MONITORING THROUGHEVENT DRIVEN
phase is: REPORTINGPHILOSOPHY
Esteady(LEACH) = Eygsn(LEACH) This section introduces our CM—E.DR schemg. In the previoys
T _7 (LEACH) section, we presented a mathematical analysis for the classical
round ;Etﬂp (12) continuous-monitoring LEACH WSNSs. In this section, we an-
sensing alyze the corresponding CM-EDR-aware extension. Comparing

where T;.ounq is the round time after which the CH nodes arene new results, i.e., the average energy consumption, the average
elected anew an.;—.,(LEACH) is the average time spentreporting latency and the average cluster formation time, to that
in the cluster formation phase, which will be derived in the nexibtained with the classical approach, we can gauge the benefits
subsection. introduced by the proposed CM-EDR technique.

Finally, we obtain the average amount of energy consumed by
each sensor node in the WSN per unit of time when the ba;{g: The CM-EDR Scheme

LEACH clustering is adopted: . . . L .
The main idea behind the CM-EDR introduction is avoid-

Esensor(LEACH) = Estcady(LEACH) + Eset—up(LEACH) ing the extra transmission of non relevant data information,
NT,ound typical in classical continuous-monitoring WSNs. With CM-

(13) EDR, continuous-monitoring does not imply indeed continuous

reporting. By reporting only relevant data, the sink node would

B. Latency Analysis gather exactly the same information as with classical continuous-
In this subsection we derive both the average cluster formatigronitoring applications while receiving less reports and thus
time and the average reporting latency. dissipating less energy.

1) The average cluster formation timét is the time needed Enabling the CM-EDR technique, each sensor node continues
to form the clusters, i.e., to perform the CH announcement, ttte produce periodically data information. However, the sensed
CM join and the CH schedules steps. Using the same mod#brmation is reported to the sink node only if it differs from
introduced in the Appendix, the CH announcement time is simglye last transmitted data information. In doing so, the sensor node
the time elapsed from the beginning of the cluster formatiaissipates also less energy in communications, achieving thus
procedure to the instant where all the CHs successfully transsignificant energy conservation. Clearly, the energy consumption
their announcement message. As such, the CH announcenwghitgreatly depend on the rate of variation of the phenomenon

time can be expressed as follows: that the sensors are monitoring.
T _ N With CM-EDR, each sensor node needs to storage the last
cH-Amnoun = 9(Ne, tsig) transmitted data (i.e., only a single packet). Evidently, this does

nodes. Following to each periodic observation, the sensor node
compares the new reading to the stored one. If both readings are
We highlight that (14) is the sum of the time lost due to the firgjmilar, the new generated data packet is discarded. Otherwise,
collision among all the CHs when attempting to send for the firi{e new information is reported to the sink node and the stored

time all together their announcement messages {i.¢).and the jnformation is updated. In this case, we deal with relevant data,
average duration of the backoff procedure that undergaMbg  referred to us also as an event.

n=1 m=0

Ncu n . . :
not entail the need to increase the memory capacity of sensor
(1355 B V] s 00

CHs. It is worth noting that our approach can be seen as a new al-
Following the same reasoning, we obtain the average time spgi¥hative to reduce the transmission of redundant information, by

in the CM join and the CH schedules steps as follows: profiting from the natural temporal correlation among the sensed
Tertgoim = (N — New, taig) (15) data info_rmation. Qur technique complement the qlata fusion_ or

aggregation techniques [20] — [23] and the spatial-correlation

Ton_sched = 9(NoH, tsig) (16) based schemes [24] — [26]. With aggregation techniques, paths

from different sources to the sink form an aggregate tree, where
the redundant data at the branching nodes are replaced by a
Tset—up(LEACH) = TcH_Announ + Tom_goin + Tor schea  SiNgle message. As a result, the number of packets traversing
(17) the network is considerably reduced, which leads to significant

Finally, the average time needed to form clusters is:
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energy conservation [20] — [23]. Another way to reduce thBE.,.,:. Assuming that a CM node enters the sleep mode during
transmission of redundant information is to profit from the spatitie sensing period and wakes up only on its associated slot if
correlation among the densely deployed sensor nodes [24]t has relevant data to transmit, the average amount of energy
[26]. Typically, close nodes would most likely produce similaconsumed by a CM node during a sensing period is:
information. Letting therefore only one representative node to

report data informgation inside thz correla?ed area would help Eom(CM=EDR) = Pevent Eom(LEACH)
reducing the energy consumption. From this perspective, the CM- + (1 = Pevent) Tsensing Esteep (22)

EDR technique can be viewed as a third and complementaryon the other hand, each CH consumes energy in receiving and
alternative to limit the transmission of redundant information. aggregating the data sent by its CMs as well as in the transmission

of that aggregated data to the sink node. The average amount of
B. lllustrative Example: CM-EDR-enabled LEACH WSNs  energy dissipated by a CH node in the reception of a frame can

This subsection describes a typical example of CM-EDFE)-e given by:
enabled WSNs. The CM-EDR mechanism is introduced to a #2211 N
basic LEACH WSN. As already indicated, the LEACH operatiog, ,  _ Z UNCH-‘ _1)(P@U6nt)k<1Pevent)[NCNH-| —1-k
comprises two phases: the set-up and the steady state phases. o k
The CM-EDR mechanism deals only with the way sensing data N
is reported to the sink node. In this regard, its inclusion does not X (kErx(ldata) + tdata Fidie ({N-‘ —1—k)>
affect the set-up phase in the sense that the clusters are formed oH

exactly in the way as with classical LEACH. A_ssm_Jming perfect data aggregation, the average amount of energy
In contrast, during the steady phase, a sensor node reports SifgiPated by a CH node due to aggregation is:
relevant data to its CH. Specifically, if the sensor node has not {N%ﬂ N
sensed a relevant data, it keeps unused its reserved slot on the _ Z ’VNCH—‘ (P )k (1-P ){ﬁ}k
TDMA frame. In turn, the CH transmits to the sink node only if <*-*9¢ . k cvent cvent
it senses or receives relevant data from its CMs. We refer to this =0
X (klgataEDA)

frame as relevant frame as opposed to the empty or free frame.
The average amount of energy dissipated by a CH for a possible

C. Analytical Model for the CM-EDR-enabled LEACH WSNs transmission of the aggregated data to the sink node is:

N

This subsection extends the analysis done in section IV to the Ecu_ir = (1 -(1- Pevem)W) By (laata, dor_sn)
case where the CM-EDR technique is enabled. Since the C
EDR technique does not affect the set-up phase, the anal
for this phase remains unchanged. Hereafter, we focus on
analysis of the steady phase. Again, we present in Table Btu_frame(CM—EDR) = Ecp rectEct aggtEcuer  (23)
the comp_lete list Of the r_nathemancal symbols used in e, ye energy consumed by a CH node during a sensing period
mathematical analysis of this section. is:

Assume that the variations on the sensed information, for
example the temperature around a sensor node, happen following Eca(CM—EDR) = EcH_frame(CM—EDR)
a Poisson process of rate In other words, the time between + (Tsensing — Trame) Esicep (24)
two variations of the temperature is exponentially distributed. . : : .
In our case, each sensor node senses its area periodically, ea%!?e energy consumed in the network during a sensing period

Tsensing Period of time.Tyepsing IS chosen by the administrator' erefore:
such that the probability that two or more changes on the SensedEWSN(CM—EDR) = Nog (ECH(CM—EDR)
information occurs durind’s.,.sing b€ negligible, i.e., be below

a certain threshold as follows:

Ménce, the total energy consumed by a CH node during a TDMA
ﬁéé?ne when CM-EDR is enabled is:

N
+ —1>EC 1(CM—EDR >(25)
Pr{Neyent > 2} = 1 — e Moenoing — AT inge™ oenaine < ¢ (NCH a( )

‘ (19) and the total energy consumed in the network during the steady

whereN, ..., is the number of changes that occurs on the sengdpse is:
information duringZsensing. AS SUCN,Tsepsing Must verify: Esteady(CM—EDR) = Ewsn(CM—EDR)

Teensing S Sup{t ‘ 1-— 67/\t — )\teiAt S E} (20) % T‘round B Ts'et—up(LEAOH) (26)

Tsensin
Hence, the probability that the sensed information be relevant g

for example the temperature changes between two observationg,ma”y’ we obta|_n the average amqunt (.)f energy consumed by
i.e., during the 1aste,sin, period, is given by: each sensor node in the WSN per unit of time when the CM-EDR

option is enabled:
Peyent ~ Pr{Nevent = 1} = AT%nsingeiATsmsmg (21)

. . Esensor(CM_EDR) = <ESteady (CM—EDR)
Based on this model, during the steady phase each CM-EDR-

enabled sensor node transmits on its reserved slot (i.e., uses the
current frame) according to a geometric process of probability

1

— (27
NTround ( )

+Eset-up(LEACH)
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Notation Description of the Notation
A Variation rate of the supervised phenomenon
Nevent Number of changes on the sensed information per sensing period
Peyent Probability of having relevant information in a sensing period
Ecy(CM — EDR) Average energy consumption per cluster member in a sensing period for the CM-EDR scheme
Ecy(OCM — EDR) Average energy consumption per cluster member in a sensing period for the OCM-EDR sgheme
EcH rec Average energy consumption per frame reception per cluster head
EcH.agg Average energy consumption per cluster head due to aggregation
Eci.tr Average energy consumption per frame transmission to the sink node per cluster head
Ecr.frame(CM — EDR) | Average energy consumption per TDMA frame per cluster head
Ecy(CM — EDR) Average energy consumption per cluster head in a sensing period for the CM-EDR schenje
Ecpy(OCM — EDR) Average energy consumption per cluster head in a sensing period for the OCM-EDR scheme
Ewsn(CM — EDR) Average energy consumption in the network in a sensing period
Esteady(CM — EDR) Average energy consumption in the network during the steady phase
FEsensor(CM — EDR) Average energy consumption per sensor node per unit of time
Nicep Number of sensing periods that the cluster head remains sleep in the OCM-EDR mechan|sm
Nidie Number of idle frames before a cluster head goes to sleep mode in the OCM-EDR mechanism
Y (k) State of the cluster head at the sensing period k
Prree Probability that the cluster head does not report to the sink node
K Number of sensing periods during a round
PcH_sicep Percentage of sensing periods in a round

TABLE IlI

MATHEMATICAL NOTATION FOR THECM-EDR AND OCM-EDR LEACH SYSTEM ANALYSIS
x 107 the CH may not transmit to the sink during a long period if
it does not receive any relevant information. Even though, it
dissipates energy due to idle listening. The energy wasted due
to idle listening is far from being negligible and can account for
a significant portion of the energy a sensor dissipates in some
cases [27].

To achieve further energy conservation, the CH will be allowed
with the optional CM-EDR (OCM-EDR) to enter sleep mode
during Ng..p SeNsing periods if it does not receive any relevant
data duringN,4. consecutive frames. The CH assumes indeed
that the supervised environment”salm” and it is improbable
that an event occurs in the next sensing periods. In this case, the
CH advertises its CMs that it will undergo the sleep state during

Average Energy Consumption (J)

—<&—— CM-EDR (Simul)
—fc— OCM-EDR (Simul)

O CM-EDR (Anal) Nsieep SENSING periods. However, during this period, a CM node
Y¢ -+ OCM-EDR (Anal) may sense a relevant data that needs to be reported immediately
0 ‘ ‘ ‘ ‘ (i.e., in the current frame) to the sink node, otherwise continuous-
0 2 AN 8 10 monitoring property is lost. To do so, the sensor node is allowed
to transmit directly this information to the sink node during its
Fig. 7. Average energy consumption per unit of time per sensor node reserved slot.

Let us now calculate the average energy consumption by a sen-

With regard to the latency performance, it is worth notin?@Or node when this optional mechanism is enabled YL@t) be
that the CM-EDR scheme does not impact the latency compaf8§ CH state at the sensing peribdf the steady phase defined by
to the classical LEACH case. Indeed, a relevant data packeffl§ UPIe(i, j), wherei = 0if the CH is in the sleep state and=
received by the sink node at the same time whether the Cotherwise. Moreover, if =0, j = 1,..., Nsieep signifies that the
EDR mechanism is enabled or not. The CM-EDR mechanidai has been foj sensing periods in the sleep state (including the
avoids only the transmission of non relevant data. current sensing period); otherwise (i.e.ii=1) j =1, ..., Niai

A discrete event simulation model has been developed in ordicates the number of consecutive empty (non relevant) frames
to validate the analytic results. Figure 7 compares the simulatiiat has received the CH. The procéss= {Y'(k),k > 1} is
results of the energy consumption with CM-EDR to that given iy discrete time Markov chain with the state spate= {(i, /)
equation (27) as a function of the rake In this caseTyensim, | 0SS L1 <5< Nsleepl{izo} + Nidlel{izl}}- For every
is chosen such that it verifies the constraint given by (20) withe S, we denote by
e = 10~*. Figure 7 shows that there is a good fit between the )
simulation and analytical results, which exhibits the accuracy of I = kl{l}}oo PriY (k) = s}

our analysis. whereIl = [II,] is the steady state distribution of the Markov

. . C(Jﬁain Y, which satisfies
D. Optional Mechanism for CM-EDR-enabled Cluster-Base

WSNs P =Iand Y TI, =1, (28)
Using CM-EDR, a CH node transmits to the sink node only s€s
if it senses or receives relevant data from its CMs. As sucind P = (P(s,s)), s = (,7),s = (¢,j') € S, is the transition
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probability matrix ofY given by: wheredcys sy is the average distance between a CM node and
Pfree |f (’L — i/ =1 andj/ — ] + 1)’ the Sll’lk nOde.
L p if (3/ = (1,1) ands = (1,5) Qn the othe_r hand,_the average energy_chsumed by a CH node
free with j < Nidle)§ during a sensing period with OCM-EDR is:
(i=i'"=0andj’=j+1)  E.u(OCM-EDR) = (1— Poseep) Ecn(CM—EDR)
P(S,S/) _ or (é = (]-,Nidle) and +P, T B (36)
1 if s = (0, 1)) CH _sleep+ sensingd~sleep
or (s = (0, Nyieep) and Using the expressions ofEqy (OCM — EDR) and
s’ =(1,1)); Ecy(OCM — EDR) given by (35) and (36), respectively,
0 otherwise. we derive in the way as in (25), (26) and (27) the average energy

. - (29)  consumed by a sensor node with OCM-EDR.
whereP... is the probability that the CH node does not transmit |t js worth noting that with regard to the latency performance,
to the sink node since it has not any relevant data to forwaile OCM-EDR scheme achieves slightly better results compared
Pprec is given by: to the basic CM-EDR scheme, since some relatively long indirect
Pprec = (1— Pevent)NCLH (30) trgnsm|55|on§ t(? the sink through the CH are replaced by fast
T direct transmissions. As for the energy consumption performance,
Let K — round | denote the number of sensing periodd iS interesting to notice that the OCM-EDR mechanism performs

) sensing . better at low values ofA (A < 2.5) while the CM-EDR
during a round. We denote By sieep the percentage of sensingy e chanism should be preferred for higher valuea.dh section

periods in a round, during which a CH is in the sleep statg, o analyze in further detail this behavior.

Pon_sieep Can be expressed as follows: Figure 7 compares the simulation results of the energy con-
1 Noteer sumption with OCM-EDR to that given by the analytical model as
Pt sleep = 174 Z Vio.j) (K) (31) a function of. In this case, we considéY; . = 1, Nyjeep = 10
j=1 ande = 10~*. Figure 7 shows again that there is a good fit

whereV/, ) (K) is the number of visits to the state, ;) during between the simulation and analytical results, which exhibits the
a round, i.e., during the< first transitions of proces¥. Then, accuracy of our analysis.

Pcir_sieep 1S given by:

VI. NUMERICAL & SIMULATION RESULTS

Nsieep K
Pt steep = % Z ZPr{Y(k) =(0,7)} In this section, we evaluate the efficiency of our proposed
j=1 k=1 mechanisms (i.e., CM-EDR and OCM-EDR). We first study
1 Noteep K the gain that they introduced using four baseline examples: the
- % Z Z (aPk)(O i (32) case of unscheduled WSNs and three variants of cluster-based
=1 k=1 ’ WSNs. Then, we compare between the CM-EDR and OCM-EDR
wherea is the initial probability distribution of” and (aP*) , -~ Mechanisms. _ ,
’ A simulation model has been developed in order to validate

is the (0, 7) element of the vectosP*. Note that whenk goes
to the infinity, Po i _sicep denotes the probability that a CH is in
the sleep state during a sensing period, i.e.,

the analytic results. The system of WSNs was implemented as a
discrete event simulation. Numerous evaluations were performed
in order to confirm the analytic results. In all cases, the results
_ Nateep matched very closely as shown in section V. For the remainder of

i POH sicep = ZHsl{izo} = Y To;  (33) the results, it has been confirmed that there is a good fit between

s€S j=1 the simulation and analytical results. Therefore, for presentation

Deriving the steady state distribution of the Markov ch&inwe purposes, all remaining figures show only the simulation results.

get We assume the same network topology used in the previous
Neteep sections, i.e., 100 sensor node-network. We assume also that
. Nigre—1 _ —4 ) _ 1 o= —\t
KLHEOOPCH’SI“” — Z Nateep (Ppree)™ = Iy 1) e = 107, i.e,, Tsensing = sup{t 1—e e <

10~*}. Moreover, unless explicitly notified, we considet= 0.3,
Nigie = 1 and Ny, = 10. The parameters setting in our
(34) experiments are listed in table I.

j=1
Nigie—1
Nsleep (1 - Pfr(’p) (Pf7(’(’) A

= Nidie Nidgre—1
1 —(Ppree) " “+Nsteep(1 = Ppree)(Ppree) Figure 8 shows the evolution in time of the number of still
Now, we can derive the average amount of energy consungie sensor nodes when LEACH, HEED and the MH clustering
by a CM node during a sensing period as follows: protocols are adopted. In each sub-figure, we plot the corre-

sponding results when the CM-EDR and OCM-EDR extensions
are enabled. The basic case of unscheduled transmission is also
presented in each sub-figure and serves as a baseline that shows
the gain that can be achieved by using clustering techniques.
When our CM-EDR mechanisms are disabled, the sensor nodes
b (Taonsing — taata) E ) (35) always transmit_ their se_nsed data_ regardless of whether thgy have
sensing — tdata) Hsleep or not relevant information. Enabling our CM-EDR mechanisms,

ECM (OCM—EDR) = (1 - Pevent) TsensingEsleep
+Pevent (1_PCH,sleep) EC]V[ (LEACH)

+PeventPCH,sleep (EfT (ldata,a dC]M,SN)
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Fig. 8. Evolution in time of the number of sensors still alive in the WSN

a sensor node transmits on its assigned time slot only whercdim and static supervised environment, whereas large values of
senses relevant data. Figure 8 shows the results for differanindicate agitated and variable environment.
values of the rate that specifies the speed of variations occurring

on the sensed information. Small values)ofefer to relatively i According to these resuits we can draw three main observa-

ons:
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Fig. 9. Average energy consumption per unit of time per sensor node

« Clustering achieves always significant gain in terms of en- tening and overhearing. Further energy conservation can be
ergy consumption compared to the basic unscheduled trans- achieved when the CM-EDR mechanisms are enabled, which
mission case. This is because using clustering coordinates brings us to the second observation.
the sensor nodes’ transmissions with a common schedule The sensor node lifetime is increased considerably when
in the steady phase, which eliminates collisions, idle lis- enabling our CM-EDR mechanisms. Clearly, the CM-EDR
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abilities provide an advantage over the classical WSNs, bye In the same way, the energy consumption with OCM-EDR
preventing the transmission of redundant data. For reference, is a convex function ofVy.., (see Fig. 10(b)). Decreasing

Fig. 9 shows the relative decrease in the energy consumption Ng..,, the CHs enter into the sleep state for very short
by a sensor node per unit of time of the CM-EDR networks  periods of time and hence can not really profit from the calm
compared to the classic networks. The magnitude of the periods of the supervised environment. As such, the CHs
increase regarding the sensor node lifetime decreases as waste significant amounts of energy due to idle listening.

the rate) grows. In other words, the relative improvement

This can be alleviated by increasings..,. However, for

decreases when the supervised area becomes agitated sincelarge values ofV..,, the gain achieved by the CHs is lost

less non relevant data are transmitted by the classical WSNs.
The OCM-EDR mechanism outperforms the CM-EDR one,
when we deal with calm WSNs, whereas in agitated WSNs,
it is better to use the basic CM-EDR mechanism. The «
rationale behind this can be explained as follows. Allowing
the CHs to go to sleep with OCM-EDR results in the occur-
rence of expensive direct transmissions from the CMs to the
sink node. In agitated environment, the energy conservations
achieved at the CHs due to their asleep abilities is dominated
by the additional energy consumed at the CM nodes due
to frequent direct communications to the sink node. These

at the CM nodes due to frequent and high-consuming direct
communications to the sink node. In our example, the energy
consumption is minimal wheW .., = 36 (see Fig. 10(b)).
Comparing OCM-EDR to CM-EDR from energy consump-
tion perspective, we can see again that OCM-EDR fits better
calm environment, whereas CM-EDR is more convenient for
agitated environment.

With regard to reporting latency, we can see that OCM-
EDR achieves always better results than the basic CM-
EDR. This is because the OCM-EDR mechanism replaces
some relatively long multi-hop transmissions (i.e., through

direct communications become rare in calm WSNs. the CH) by short direct transmissions. This gain increases
with the increase oV, (see Fig. 10(d)) and the decrease
Niqe (see Fig. 10(c)) since in doing so more multi-hop
transmissions are replaced by fast direct transmissions. This

gain, however, may come at the cost of increasing energy

Clearly, the CM-EDR systems are a major improvement over

the classic networks. Figure 9 shows the average amount of
energy consumed by a sensor node per unit of time as a function
of the rateA. Again, we can observe that the CM-EDR abilities .
provide significant energy conservation, notably in calm WSNs. consumption.
This improvement decreases with Moreover, enabling the To conclude this paper, we can state that the CM-EDR phi-
optional version OCM-EDR is helpful only for small to moderaté?sophy enables significant energy conservation while ensuring
values of \; otherwise, the basic version of CM-EDR perform§ontinuous-monitoring applications. The decision to use the op-
better. tional OCM-EDR instead of the basic CM-EDR mechanism

Figure 10 provides more insight into the effectiveness gppends on the supervised environment, whether it is calm or

using the OCM-EDR extension instead of the basic CM-EDﬁgitatEd' When OCM-EDR is preferred, the optimal parameter

mechanism in the context of cluster-based WSNSs. In this ca¥@lUes 0fNiae and Ny, should be used to configure the sensor

the two variants of the CM-EDR technique are introduced over"RUeS:
classical LEACH WSN. Note that similar results can be obtained
when using the remaining clustering protocols. Figure 10 shows VIl. CONCLUSION

the performance of OCM-EDR as a function of the Setting g \york has focused on studying the benefits to the energy

parametersiiqe and Nitcep for various values of the ratd. consumption that can be gained by adding CM-EDR capabilities

Recall that W'th the opt|0nal_ OCM'_EDR_' _the CH enters _th?o systems of classical, unscheduled and cluster-based WSNSs.

sleep mode duringVsic., sensing periods if it does not receivery.” oy iting continuous-monitoring WSN has been modeled,

any relgvant data duringV,4. consecutive frames. Four mamanalyzed, simulated and studied.

conclusions may be drawn based on these results: The model developed describes a LEACH WSN. It calculates

« The energy consumption with OCM-EDR is a convex fundhe energy consumption in both the set-up and steady phases.

tion of N,4. (see Fig. 10(a)). For low values a¥;4., It then adds the CM-EDR capabilities by describing how only
the CHs enter frequently to the sleep mode. Hence, thglevant data are reported to the sink node. The elaborated model
sensor nodes are most likely transmitting directly to the sin& then extended to handle the case of optional OCM-EDR, where
node instead of passing through the CHs. As a result, tBéls can enter the sleep mode. The system can be described by
energy consumption increases since the energy conservatioMarkov process, with discrete time and finite state space.
achieved at the CHs due to their asleep abilities is dominatedJsing this Markov process, the system was analyzed to find
by the additional energy consumed at the CM nodes dueearpressions for the energy consumption and reporting latency
frequent direct communications to the sink node. On thmetrics. Simulations were also prepared and shown to closely
other hand, whenV,y4. gets large values, the CHs almosagree with the analytical model. Using these two tools, a number
never enter the sleep mode and can not profit from the cabhexperiments were performed, in order to evaluate the charac-
periods of the supervised environment. Hence, the enetgyistics of such systems.
consumption increases. For moderate valuesvgf., the Through these experiments, the potential performance gains of
CHs enter the sleep mode without really penalizing thegpplying CM-EDR have been quantified. It has been verified that
sensor nodes. In our scenario, settiNg;. = 25 enables CM-EDR can allow for an improvement in the network lifetime
the minimal energy consumption in the network (see Figvhile ensuring the continuous-monitoring task. More significantly
10(a)). however, it has been shown that for calm supervised environment,
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Fig. 10. Comparison between OCM-EDR and CM-EDR

it is more convenient to use the optional OCM-EDR, where@®nsumption decreases. A similar effect can be seen When,
in agitated environment, it is better to use the basic CM-EDR varied. In this case, OCM-EDR has the best performance when
mechanism. These results are summarized in Tables IV, V akds low. On the other hand, when the valueofs high, OCM-
VI. EDR presents relatively bad performance for any valued gf,
Table IV presents a comparison in the energy consumptiand Ny, since the energy consumption is higher than the basic
between the basic and the CM-EDR and OCM-EDR enhancé¥l-EDR mechanism.
protocols considering different values af With LEACH and To summarize the results regarding the latency performance,
HEED protocols, lowA signify values in the interval df < A <3 Table VI shows that for high values &f OCM-EDR has always
while with the Multihop protocol, lowA are values in the interval the best performance since it allows the lowest latency. When
of 0 < A<0.1. A is small, the system has higher latency. Even though, it still
It is worth noting that enabling the CM-EDR and OCM-EDRenables better latency than the basic CM-EDR mechanism.
mechanisms reduces always the energy consumption. On thEuture research directions will be to consider our CM-EDR
other hand, the OCM-EDR mechanism has superior performaneehnique, which takes its advantage from the natural temporal
in terms of energy consumption for low values bfwhile for correlation among the sensed data information, in conjunction
higher values of\ the CM-EDR mechanism provides lowernwith spatial-correlation based schemes, which reduce the trans-
energy consumption. mission of redundant information by profiting from the spatial
Table V summarizes our conclusions regarding the energgrrelation among the densely deployed sensor nodes. From
consumption when OCM-EDR is enabled in a LEACH-basdtlis perspective, the CM-EDR technique can be viewed as a
WSN considering different values @f;4. and Ng..,. FOr both complementary alternative to limit the transmission of redundant
low and moderate values of with low or high values ofV,4., information. Energy savings would be much higher if sensors not
OCM-EDR provides good performance. Considering moderataly do not transmit non relevant data, but also considers the data
values of N;4. the performance is superior since the enerdgprm neighbor nodes in order to decide to transmit or enter the
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Protocol Low A High A
Basic LEACH Bad Bad
CM-EDR LEACH Good Superior
OCM-EDR LEACH Superior | Good
Basic HEED Bad Bad
CM-EDR HEED Good Superior
OCM-EDR HEED Superior | Good
Basic Multihop Bad Bad
CM-EDR Multihop Good Superior
OCM-EDR Multihop | Superior | Good

TABLE IV
ENERGY CONSUMPTION COMPARISONBETWEEN THEBASIC PROTOCOLS AND THECM-EDR AND OCM-EDR ENABLED PROTOCOLS

Protocol Nigle < 20, Nigre > 40 20 < Njgre <40 Nsleep < 30, Nsleep > 45 30 < Nsleep <45
OCM-EDR LEACH Low A\ Good Superior Superior Superior
OCM-EDR LEACH Medium\ | Good Superior Good Good
OCM-EDR LEACH High A Bad Bad Bad Bad
TABLE V
ENERGY CONSUMPTION COMPARISON FORDIFFERENT PARAMETERS OF THEOCM-EDR LEACH ENABLED PROTOCOL
Protocol Low Niqie | High Nidle | LoW Ngjeep | High Ngjeep
OCM-EDR LEACH Low A\ Inferior Inferior Inferior Inferior
OCM-EDR LEACH Medium\ | Good Good Good Good
OCM-EDR LEACH High A Superior Superior Superior Superior
TABLE VI

LATENCY COMPARISON FORDIFFERENT PARAMETERS OF THEOCM-EDR LEACH ENABLED PROTOCOL

sleep mode.
P, (1.0) {\
P, (20) ¥\
APPENDIX P.2.1) /@ﬁcm b 00
In this Appendix we make use of a transitory Markov chain i (1) () @

order to derive the average number of time slots that the LEAC
system remains in the state, m) at the cluster formation phase,
wheren represents the number of CHs with a backlog packet (i.
CHs that have not yet transmitted correctly their announcemt
messages) at the beginning of the sloand m € {0,...,n}
represents the number of nodes that transmit on thekslot
Let X (k) be the system state at the slotlefined by the tuple
(n,m) Then, the even{X (k) = (n,0)} means that no node
transmits on the slat and hence the slot remains frdeX (k) = New
(n,m)} with m > 1 means that a collision occurs on the slot Note that S p(No,m) = 1.
Finally, {X (k) = (n,1)} means that a successful transmission of b
a CH announcement message is achieved on thekslbt this
case, the next slot system state will B€k + 1) = (n — 1,m’) could be visited several times until the system visits the state
with m’ € {0,...,n — 1}. (Ncm, 1), let say at slotk. This signifies that a successful CH
The transmission of each backlog node on a slot is achieueahsmission occurs at slétand hence the remaining number of
according to a geometric process with a probabilityHence, backlog CHs become¥ -y — 1. The system evolves thus to the
the proces§ X (k),k > 1} is a discrete time Markov chain with state X (k + 1) € Sy,,,—1 with a probabilityp,(Ncg — 1,m),
the state spacé = {(n,m) | 0 <n < Nep,0<m<n} as m=0,.. Noy — 1. Again this set of state§,_,,_1 continues
depicted in Fig. 11. The space staiecan be also expressed aso be visited until the system visits the stdt¥-y — 1,1), and

Fig. 11. State transition diagram of the Markov chain caseN¢cy = 3

Any states € SNoy» 1-€., 8 € {(Ncg,m), m=0,...,Ncn},

follows: so on and so forth.
Nen _ Building on these observations, we can see that the number
S = U Sp, with S, = {(n,m) | 0 <m < n} of visits to a state(n,1), 1 < n < Ny, before entering the
n=0

absorbing statg0,0) is equal tol. Moreover, calculating the
To calculate the average energy consumption during the Gidmber of visits of the procesX to a generic statén,m),
announcement step, we need to calculate the average numbewitf 1 < n < Noy and0 < m # 1 < n, before entering the
visits of each state < S before entering th&0,0) absorbing absorbing stat€0, 0) turns out at calculating the number of visits
state. of the state(n, m) before entering the state, 1), given that the
The initial number of backlog CHs ¥¢ . Hence, the system system starts its evolution at the set of stafgswith an initial
evolution starts at a state € Sy,.,. Specifically, X(1) = probability distribution(p,(n,0),. .., pa(n,n)).
(Ncm,m), with a probability Hence, instead of studying the general procgkgk), k > 1}
New\ o New—m to compute the average number of visits of a statemn), we
Pa(Nom,m) = ( m )q (1-4q) , Vm=0,...Ncr- can |imit our study to the procesg,, = {(Z.(r),r > 1}
(37) shown in Fig. 12.Z, is a Markov chain on the finite space
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Fig. 12. State transition diagram of the Markov ch#ip

S, = {(n,0),...,(n,n)}, where S,\(n,1) is the set of the
transient states angh, 1) is the absorbing state.

Let denote byB = {(n,m)} and byD the remaining transient

statesD = {(n,0), (n,2),...,(n,m—1),(n,m+1),...,(n,n)}.
With these notations, we havé,, = B U D U {(n,1)}.
o = (pa(n,m),pa(n,0),pa(n,2),...,pa(n,m - 1)7pa(

ap = pa(nam) and ap = (pa(na0)7pa(na 2)7 "7pa(n7m -
1),pa(n,m + 1),...,ps(n,n)). We denote byP = (P(i,5)),
i,j € S, the transition probability matrix oZ,,. P is given
as follows:

1 if i =75=(n,1);
P@,5)=< 0 if i =(n,1) andj # (n,1); (38)
pa(j) oOtherwise.

To derive the number of visits of the stdte, m), the matrixP
will be decomposed with respect to the partitidB, D, (n,1)}
as follows:

Pg Ppp Pp{m,1)}
P=| Ppp Pp Ppimiy (39)
0 Op 1

where0p is a row vector of dimensiom — 2 with all entries
equal to0.

wherelp is a column vector of dimensiom— 2 with all entries
equal tol.

Since Pp is a stochastic matrix up to a constant, i.Bplp =
(1 =pa(n,m)—py(n,1))1p, we have,

+oo
(Ip—Pp) ™" = z (Pp)"
k=0
This vyields to
(Ip — Pp)~' Ppg
+oo
= pa(n.m)>_ (Pp)*1p
k=0
“+o0
= palnem) 3 (1= (pa(n,m) + pa(n, 1)) 1p
k=0
B Pa(n, m)
Pa(n,m) + pa(n,1) o (42)
Replacing (42) in (41), we get
Pa(n, m)

B=h= 43)

Pa(n,m) + pa(n,1)

n,m + As a result, we get

1),...,pa(n,n),pa(n, 1)) denotes the initial probability distribu-
tion of Z,,. According to the decomposition &f,, we define also

if 1 =0;
if 1 >1;

1-p

PT{NB:”:{ G (1- )

and the average number of visits 4f, to the state(n,m) is
therefore:

(1]

[2

(3]

(4]

B palnm)
1- ﬂ pa(nv 1)
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