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Abstract—One of the major challenges of optical network operators is ensuring the stringent levels of availability required by their

highest class clients. To achieve this, we introduce relative priorities among the different primary connections contending for access to

the shared-protection paths. In this paper, we provide an analytical model for the proposed priority-enabled scheme. As a key

distinguishing feature from existing literature, we derive explicit analytic expressions for the average availability and service disruption

rate for the different priority classes.

Index Terms—Optical networks, protection, performance analysis.
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1 INTRODUCTION

OVER the last decade, networks have been witnessing a
perpetual growth in data traffic. Due to the new

incumbent challenges, the operators are progressively
migrating toward optical core networks taking advantage
of the tremendous transmission capacity offered by the
optical technology, thanks to the revolutionary Wavelength-
Division Multiplexing (WDM) technology. Meanwhile, the
relentless need for more capacity may have been satisfied.
However, in such an environment, the cut of a fiber link can
lead to a tremendous traffic loss.

In this regard, network survivability becomes a critical

concern for operators. To alleviate this, backup resources
are used to restore failed connections. These resources are

usually shared among several primary connections to

improve the network utilization. Generally, the primary
connections are considered as equally important when

contending for the use of the backup resources [1], [2], [3].

However, this solution is unsuitable from the service

perspective. Indeed, the quality of service (QoS) required
by different clients can be very different because of their

diverse services’ characteristics. For instance, banking

services will require stringent reliability, whereas Internet
Protocol (IP) best effort packet delivery services may be

satisfied without a special constraint on reliability. One

possible solution to provide different levels of reliability is
to use a priority mechanism for the shared-protection

scheme. Recently, some service differentiation schemes

have been proposed in literature [4], [5]. The impact of
these schemes on the system reliability is conducted based

on simulations. Note that service reliability can be mea-

sured by means of two basic parameters: service availability
and service disruption rate.

These parameters were assessed analytically in [6] for the
single backup path (BP) shared-protection scheme (that is,
the 1 : N case). To achieve this, the authors adopted
simplifying assumptions such as all the paths (primary
and backup) are considered equally available (that is,
having the same failure and repair rates). This assumption
is not realistic. Specifically, the BP is usually chosen to be
the longest link-disjoint path among all the precomputed
ones. In so doing, the BP has the lowest availability
compared to its associated primary paths. Likewise, the
primary path availabilities of different connections are not
the same and depend on their classes of service. Moreover,
the authors in [6] limited their study to only two classes of
service, whereas the majority of the standards deal with
multiple (that is, more than two) classes of service.
Generally, four classes of service can be identified (pre-
mium, gold, silver, and bronze), and according to the
customer profiles’ and the provided service, a finer
classification can be achieved [7]. As our first main
contribution, we therefore derive the reliability parameters
associated to the 1 : N protection scheme for multiple
classes of service with different path availabilities.

Furthermore, [6] only handled the 1 : N scheme. In view
of this, as our second main contribution, in this paper, we
give explicit formula of reliability parameters related to the
multiple BPs protection scheme (that is, the M : N scheme,
with M � 1). In this case, analytical results are derived only
for two classes of service.

Finally, previous works [4], [5], [6] suggested the use of
strict preemptive priority to differentiate among different
classes of connections. This kind of policy may not be
desired, since it is extremely penalizing for low-priority
classes. To cope with such limitation and as our third main
contribution, we suggest a new policy that allows relative
priority among different classes of service. We develop a
new analytical model to analyze our proposal. Accordingly,
all underlying policies are compared. We demonstrate that
our new scheme provides operators much more flexibility
to manage their networks in order to satisfy various client
requirements. Specifically, it enables cost savings compared
to existing solutions.
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The rest of this paper is organized as follows: In Section 2,
we propose and describe the priority-enabled shared-
protection scheme. Section 3 discusses prior research related
to this work. In Section 4, we introduce a mathematical
model to evaluate the impact of the priority mechanism on
the classical single BP shared-protection scheme (that is, the
1 : N case). Throughout this section, we present numerical
results to evaluate the benefits of the service differentiation
feature introduced by the priority mechanism. In Section 5,
the study is extended to multiple BPs shared-protection
scheme (that is, theM : N case). We introduce the concept of
relative priority for the access to the BPs. Then, we derive
the resulting reliability parameters considering two priority
levels. Finally, conclusions are drawn in Section 6.

2 RELATIVE PRIORITY FOR SHARED-PROTECTION

SCHEME

Nowadays, widely deployed optical networks are circuit-
switched oriented networks (that is, wavelength routed
networks). In this context, shared protection has been
established as a mechanism for providing considerable
savings in terms of the number of provisioned wavelengths.
Indeed, the shared protection is more efficient in terms of
capacity allocation when compared with dedicated protec-
tion. However, what still lacks in the literature when dealing
with shared protection is the capability to provide multiple
grades of service for different clients with various require-
ments. This study therefore deals with QoS-aware shared-
protection mechanisms in wavelength-routed networks
(that is, WDM networks), where lightpaths with different
QoS requirements can share wavelengths on their protection
paths. Such a protection strategy needs to be implemented
at the Generalized Multiprotocol Label Switching (GMPLS)
control plane that calculates the primary and the BPs for
each new arriving connection subject to its QoS require-
ments and the current network availability.

Assume N primary paths P1; . . . ; PN sharing M BPs
BP1; . . . ; BPM (that is, the M : N shared-protection system),
as depicted in Fig. 1. In the classical shared-protection
scheme (that is, without priority consideration), the first
failed connection is recovered by the BPs until its primary
path reparation, regardless of the QoS requirements of the
subsequent failed connections.

On the other hand, considering the priority-enabled
scheme, these connections are classified into K reliability

classes C1; . . . ; CK , with Ni connections belonging to class
Ci for i ¼ 1; . . . ; K and N1 þ � � � þNK ¼ N . Moreover, class
Ci has a higher priority than class Cj, as long as i < j.

The key idea behind our proposal is to provide each
class Ci with a preemption quota Mi. Accordingly, a
connection, say, t, belonging to class Ci loses its preemptive
priority with respect to lower classes once the number of
Ci-connections already restored by the BPs reaches the
predefined quota Mi.

Doing so, once the primary path of the Ci-connection t
breaks down, one of the free BPs, if any, is assigned to
protect connection t, and restoration is ensured by switch-
ing t to the BP. Meanwhile, repair actions are performed on
the primary path. Once repaired, the restored connection is
switched back to its primary path.

On the contrary, if at the moment, the Ci-connection t
fails, then all the operating BPs are already occupied,
protecting other connections with higher priorities than t,
and connection t becomes unavailable. However, if a part of
the BPs is protecting connections belonging to classes with
lower priorities than t (that is, classes with priority
comprised between iþ 1 and K), then the one having the
lowest priority is preempted immediately by connection t
only if the current number of class Ci connections using the
BPs is less than or equal to Mi. In this case, the preempted
connection becomes unavailable, waiting for a BP to be
released or for its primary path to be repaired.

The preemption is therefore allowed according to the
current backup resources utilization. In view of this, this
shared-priority scheme is called relative as opposed to the
classical strict preemptive priority, where a connection t
preempts instantaneously any other connection belonging
to a lower priority class in order to access the BPs.

To illustrate the relative preemptive priority, we consider
the simple example of two classes of service. Let us consider
a connection t belonging to the high-priority class (that is,
class C1). As stated before, when t fails, and all the BPs are
already occupied, it may be recovered by preempting a
lower priority connection that already uses a BP. The
preemption decision depends on the current backup
resources utilization. Specifically, if the number of the
first-class connections going through the BPs already
exceeds a predefined quota M1, 0 �M1 �M, then connec-
tion t is not allowed to preempt low-priority connections.
Accordingly, connection t becomes unavailable. Otherwise,
connection t preempts one of the possible low-priority
connections using the BPs. If such connections do not exist,
then connection t becomes unavailable. Note that when the
threshold M1 is set equal to M, we obtain the classical strict
preemptive priority. Reducing the M1 value penalizes the
low-priority connections with respect to the high-priority
ones less. When M1 ¼ 0, we get the classical shared-
protection scheme without any service differentiation.

As stated before, our relative priority policy is more
shifted toward shared protection in current deployed
circuit-switched optical networks. In such networks, the
bandwidth requirement of each lightpath can be a multiple
of the wavelength capacity. Specifically, a Ci-connection
requiring w wavelengths can be simply seen as w connec-
tions of class Ci, where each connection needs one
wavelength.

This QoS-aware protection mechanism can also be
extended to handle subwavelength granularity with minor
modifications. Recall that nowadays, widely deployed all-
optical wavelength routed networks are no more consistent
with the packet switching philosophy of the Internet.
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Specifically, in next-generation networks, packet-based data
traffic of bursty nature will become prevalent. In this
regard, many researches are now focusing on bringing the
subwavelength switching concept into the optical domain.
In such environment, multiple connections with various
QoS levels could be groomed on the same lightpath. Once a
lightpath fails, all the connections contained therein have to
be rerouted through the backup resources based on their
classes of service. According to whether traffic bifurcation
among multiple BPs is allowed or not, each connection
looks for available bandwidth on the backup resources and
may be allowed to preempt lower class connections in order
to be recovered.

3 RELATED WORKS

One commonly used control scheme to provide multiple
grades of service in the context of shared resources is the
partial sharing policy [8], [9]. This policy was originally
proposed to protect each customer from the overloads
caused by other customers sharing the same resource. To
achieve this, each customer (class of service) is character-
ized by two parameters: the Upper Limit (UL) and
Guaranteed-Minimum (GM) bounds on the number of
requests that can be in the system simultaneously at any
time. Accordingly, a new customer request is admitted to
use the shared resources only if both conditions are
satisfied:

. There is enough free capacity on the shared resource.

. After the admission of the new request, the number
of requests from that customer is less than or equal
to its specified UL bound.

Hence, using the partial sharing policy, the utilization of
the shared resources (the BPs in our case of study) is
completely controlled at the access level. Once a customer is
admitted to use the shared resources, it occupies the
allocated resource until the end of its service. In other
words, the connection is never preempted by other
connections.

However, using our relative priority policy, this connec-
tion could be preempted by a new failed connection with a
higher class of service. This is the main key feature that
differentiates our policy from the partial sharing one. In
doing so, our policy does not limit the customer utilization
of the shared resources to a hard bound, regardless of their
current availabilities. Our policy allows rather customers to
benefit from the total available shared capacity. Then, once
the total shared capacity is exhausted, the lowest class
customer could be preempted because of the arrival of a
higher class client. The preemption feature therefore adds
more flexibility to our sharing method. Accordingly, the
availability of low-class connections is improved, compared
to partial sharing policy, without affecting the high-class
availabilities. Indeed, our method utilizes more efficiently
the shared resources.

To illustrate this, we will present the simple example of
N ¼ N1 þN2 connections belonging to two classes of
service (N1 � 2 of class C1 and N2 � 2 of class C2) sharing
M ¼ 2 BPs. First, the problem will be treated in the light of
our proposed policy, considering that the relative priority is
adopted within the network. Afterwards, it will be

considered in the context of the partial sharing policy. In

the former case, we consider the following configuration

M1 ¼ 1 and M2 ¼ 0 to provide different grades of service

between classes C1 and C2. The corresponding configura-

tion using the partial sharing policy is ðUL1 ¼ 2;MG1 ¼ 1Þ
and ðUL2 ¼ 1;MG2 ¼ 0Þ.

As explained before, the latter partitioning policy tends

to be relatively inefficient because the benefits of the

complete sharing scheme are partially lost. In fact, this

policy may block failed connections to access free backup

resources, whereas this never happens with our proposed

policy. Specifically, assume the case where two primary

C2 connections are under failure simultaneously. If the

partial sharing policy is taken into account, then only one

connection would be recovered by the backup resources.

The second connection will be rejected in spite of the fact

that another BP still remains free. However, using our

policy, both connections are recovered by the backup

resources, thus increasing the availability of the lowest

class connections.

4 SINGLE BACKUP PATH SHARED-PROTECTION

SCHEME

In this section, we present a mathematical model for the

1 : N relative priority-enabled shared-protection scheme. In

this case, the threshold Mi can take two values 0 or 1. When

Mi ¼ 0 for i ¼ 1; . . . ; K, we get the classical 1 : N shared-

protection scheme without service differentiation, whereas

Mi ¼ 1 for i ¼ 1; . . . ; K leads to a strict preemptive priority

among the different classes of service. Solving this latter

model, we derive explicit expressions for the average

availability and service disruption rate of each class of

connections, resulting from deploying the aforementioned

priority strategy. The availability of a connection is defined

as the proportion of time that the connection is up, and the

service disruption rate of a connection is defined as the rate

at which an available connection becomes unavailable [6]. It

is worth noting that in this particular case, where M ¼ 1, we

have to respect the following condition:

Mi �Mj; 8i > j

unless this can result in a better availability and disruption

rate of class Ci compared to the higher class Cj, which is an

absurdity. Hence, in its general form, the quotas Mi can be

written as follows:

M1 ¼ 1; . . . ;Mj ¼ 1;Mjþ1 ¼ 0; . . . ;MK ¼ 0:

In this case, the connection belonging to classes Cj; . . . ; CK
can be grouped in the same class j. Consequently, the

system can be analyzed as the 1 : N system with a strict

preemptive policy among the j classes of service.

4.1 Basic Assumptions

We use the following classical assumptions in our study:

. A path (primary or backup) has only two states: it is
either operating (up) or nonoperating (down).

. A primary path is said unavailable when it is down.
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. A BP is said to be unavailable to restore connection t
when it is down or already occupied with recovering
a nonpreemptable connection t0 (for example, con-
nection t0 with a higher priority than t).

. A connection t has only two states: it is either
available or unavailable. t is unavailable only when
its primary path and the BP are unavailable.

. For each path, the successive times to failure and
repair times form an alternating renewal process.

. All the paths are supposed to be statistically
independent from the failure and repair viewpoint.
In other words, there are enough resources to
repair simultaneously any number of failed con-
nections. This is known in the literature as
unlimited repair [10].

4.2 The Analytical Model

Assume that the Ni primary paths of each class Ci have

identical failure and repair rates denoted, respectively, by �i
and �i. The availability pi of a primary path belonging to

class Ci is thus

pi ¼
�i

�i þ �i
:

The unavailability qi of a class Ci primary path is given by

qi ¼ 1� pi.
In the same way, the BP is characterized by its own

failure and repair rates �b and �b. The BP is generally

chosen to be the longest link-disjoint path among the

N þ 1 precomputed ones. Its availability is

pb ¼
�b

�b þ �b
and its unavailability is qb ¼ 1� pb.

In the following, we derive the analytic expressions for

the availability and the service disruption rate for each

connection according to its class of service. We begin by

calculating the unavailability Ui of a connection t belonging

to class Ci.

Theorem 1. For every i ¼ 1; . . . ; K, the unavailability Ui of a

connection t belonging to class Ci is given by

Ui ¼ qi � Prft is restored by the BPg:

Proof. For the sake of simplicity, we denote by fppðtÞ ¼ 0g
the event that the primary path of t is down, whose

probability is equal to qi if t belongs to class Ci. By

definition of the unavailability of a connection t, we have

ft is unavailableg � fppðtÞ ¼ 0g, thus

Ui ¼ Prft is unavailableg
¼ Prft is unavailable; ppðtÞ ¼ 0g
¼ PrfppðtÞ ¼ 0g � Prft is available; ppðtÞ ¼ 0g
¼ qi � Prft is restored by the BPg

which concludes the proof. tu
Henceforth, we say that t is a Ci-connection if it belongs to

class Ci. Since all the Ci-connections behave identically, Ui
can also be written as

Ui ¼ qi �
1

Ni
Prfa Ci-connection is restored by the BPg:

Note that the BP restores a Ci-connection if and only if all
the independent events A, B, and C occur, where

A ¼ fThe BP is upg;
B ¼ fAll the primary paths of Cj-connections

with j < i; are upg;
C ¼ fAt least one Ci-connection is downg:

Hence, Ui can be written as

Ui ¼ qi �
1

Ni
PrfA;B;Cg

¼ qi �
1

Ni
PrfAgPrfBgPrfCg

¼ qi �
1

Ni
pb 1� pNi

i

� �Yi�1

j¼1

p
Nj

j :

In the particular case where all the primary connections
belong to the same class of service and, thus, have the same
primary path availability pi ¼ p, the unavailability U of each
connection becomes

U ¼ q �
pb 1� pN
� �
N

; ð1Þ

where q ¼ 1� p. The availability A of a connection is
A ¼ 1� U .

According to (1), we can see that U is simply the
unavailability of the primary path of t reduced by the value
of the availability introduced by the shared BP. Moreover, it
is easy to show that the availability A increases with pb and
decreases with the sharability index N . We easily get

lim
N�!1

A ¼ p:

Indeed, when N is large, the supplement of availability
introduced by the BP becomes negligible. This behavior is
illustrated in Fig. 2a, where we consider three variants of
BPs with different values of cut rates. In this case, the
primary paths are supposed to be identical and character-
ized by the same cut rate � ¼ 1=250 h�1. In addition, the
mean time to repair ðMTTR ¼ 1=�Þ of all the paths is
considered equal to 12 hours (see [5]).

Let us now derive the service disruption rate Si for each
class Ci. Recall that the disruption rate of a Ci connection t
is defined as the rate at which connection t becomes
unavailable from an available state. Connection t is
available in the following disjoint cases:

. The primary path of t is up.

. The primary path of t is down, and connection t is
restored by the BP.

In the former case, connection t transitions to the unavail-
able state only if the primary path of t breaks down, and the
BP is already unavailable to restore Ci-connections. In this
case, t has no possibility of being restored by the BP, and it
transitions to an unavailable state at a rate equal to the
failure rate of its primary path �i. In the latter case, such
transition happens when the BP fails at a rate equal to �b or
when one of the higher priority primary connections breaks
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down and, thus, preempts the connection t at a rate equal to
N1�1 þ � � � þNi�1�i�1. Hereafter, we write fppðtÞ ¼ 1g to
describe the event that the primary path of t is up. The
expression of the disruption rate Si is thus given by

Si ¼ �i PrfppðtÞ ¼ 1; the BP is unavailableg

þ �b þ
Xi�1

j¼1

Nj�j

 !
Prft is restored by the BPg:

We already got the probability that connection t is restored

by the BP, that is,

Prft is restored by the BPg ¼ 1

Ni
pb 1� pNi

i

� �Yi�1

j¼1

p
Nj

j :

Using the same argument, we obtain

PrfppðtÞ ¼ 1; the BP is unavailableg ¼ pi � pb
Yi
j¼1

p
Nj

j :

The disruption rate of a Ci-connection is then given by

Si ¼
1

Ni
pb �b þ

Xi�1

j¼1

Nj�j

 !
1� pNi

i

� �Yi�1

j¼1

p
Nj

j

þ �i pi � pb
Yi
j¼1

p
Nj

j

 !
:

In the particular case where all the connections belong to the

same class of service, the disruption rate Si ¼ S is given by

S ¼ 1

N
�bpb 1� pN

� �
þ �p 1� pbpN�1

� �
:

It is easy to show that S increases when pb decreases and

that we have

lim
N�!1

S ¼ �p:

This behavior is illustrated in Fig. 2b. In fact, when N is
large, the impact of the BP is negligible. One interesting
finding is related to the impact of the BP availability pb on
the disruption rate. Specifically, the usage of a BP to protect
a set of connections does not necessarily mean a better
disruption rate performance. We can observe in Fig. 2b that

unlike the availability, which is always improved, thanks to
the backup protection (see Fig. 2a), the disruption rate may
become worse due to the BP introduction.

For instance, when �b ¼ 1=10 h�1, the service disruption
rate experienced by a connection belonging to a 1:40 system
is approximately equivalent to a mean of 37 service
disruptions per year. Without protection, the same connec-
tion experiences fewer disruptions per year, with exactly a
mean of 34 service disruptions. This happens because of the
relatively high cut-rate value of the BP with respect to the
primary path’s cut rate � ¼ 1=250 h�1.

4.3 Numerical Results

In this section, we evaluate the benefits introduced by our
priority scheme. To achieve this, we consider a scenario
consisting of N primary connections sharing a common
BP. We first consider the priority-enabled protection
scheme (that is, Mi ¼ 1 for i ¼ 1; . . . ; K), with K ¼ 3
classes of service. Each of the highest classes of service
(that is, C1 and C2) contains only one connection. The
remaining N � 2 connections, which are varied from 1 to
10, belong to the lowest class C3. Then, for comparison
purposes, the classical shared-protection scheme without
service differentiation is applied to this scenario. It is
important to note that the MTTR ð1=�Þ of all the paths is
taken equal to 12 hours. We also consider a reference path
cut rate � ¼ �b ¼ 0:0002 h�1.

Fig. 3a shows, as expected, that increasing the number of
the lowest priority primary connections does not affect the
higher priority connections, which maintain the same
availability levels. On the other hand, when using the
classical scheme, all the connections are penalized, as they
become less available. As such, the availability required by
high-priority connections is not respected, despite the use of
a BP. Specifically, according to [7], a gold client requests an
availability of 99.999 percent. This availability is never
achieved with the classical scheme. However, when the
priority mechanism is enabled, this target availability can be
obtained for the highest priority connections. This proves
that by deploying the proposed scheme, the gold connec-
tions provisioning becomes possible in the network.

Likewise, Fig. 3b shows that when applying our priority
scheme, the service disruption rate for the two highest
priority connections remains unchanged when the number
of sharing primary connections increases. Indeed, our
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priority scheme is able to satisfy stringent high-priority
connection requirements, whereas this objective cannot be
achieved by the classical protection scheme.

5 EXTENSION TO MULTIPLE BACKUP PATHS

SHARED-PROTECTION SCHEME

This section extends the obtained results above to the general
M : N protection case. In other words, we derive the
availability and service disruption rate of connections
protected by M � 1 BPs. Such a scheme allows the system
to recover against multiples failures, which become increas-
ingly probable [11], [12] as the size and the complexity of
optical mesh networks continue to grow. In what follows, the
results are derived for the classical shared-protection
schemes (without priority and with strict preemptive
priority) and for our relative priority-enabled scheme.

5.1 The Analytical Model

Let us consider the M : N priority-enabled shared-protec-
tion system proposed in Section 2, with N connections
divided into two sets of reliability classes C1 and C2 with N1

and N2 connections, respectively. Connections of class C1

have higher priority than connections of class C2. We
assume that all the primary paths behave identically, so
they have the same availability p ¼ �=ð�þ �Þ, and we set
q ¼ 1� p. These N primary connections are sharing M
identical and independent BPs. We always use the
assumptions described in Section 3.1. Let us consider the
stochastic process fXðtÞ; t � 0g representing the up and
down states of the paths. The states of that process are
denoted by the triplet ðn1; n2;mÞ, where n1 and n2 are,
respectively, the number of high- and low-priority failed
primary paths, and m is the number of operating BPs. We
denote by X the stationary state of the process XðtÞ and by
pðn1; n2;mÞ the stationary distribution of states ðn1; n2;mÞ.
Since all the paths are statistically independent, we have

pðn1; n2;mÞ ¼ p1ðn1Þp2ðn2ÞpðmÞ;

where

p1ðn1Þ ¼
N1

n1

� �
qn1pN1�n1 ; p2ðn2Þ ¼

N2

n2

� �
qn2pN2�n2 ;

pðmÞ ¼ M

m

� �
pmb q

M�m
b :

In the following, we derive the analytic expressions for the

availability and the service disruption rate for each

connection according to its priority class. Again, we

underline that the N1 high-priority connections cannot

preempt instantaneously all the other connections belong-

ing to the lower priority classes in the utilization of the BPs.

The preemption decision depends on the current system

state. As explained in Section 2, a low-priority connection is

preempted by a high-priority connection only if the number

of high-priority connections currently restored by the BPs is

less than or equal to a predefined quota M1, which is such

that M1 � N1.

5.1.1 Unavailability

We will begin by considering high-priority connections.

Specifically, a connection t belonging to class C1 is

unavailable when both of the following conditions are

verified:

. A: The primary path of t is down.

. B: t is not restored by the BPs.

The unavailability U1 of a connection t of class C1 is thus

U1 ¼ PrfA;Bg

¼
XN1

n1¼1

XN2

n2¼0

XM
m¼0

PrfBjA;X ¼ ðn1; n2;mÞg

� PrfAjX ¼ ðn1; n2;mÞgpðn1; n2;mÞ:

Clearly, we have

PrfAjX ¼ ðn1; n2; mÞg ¼
n1

N1

and the cases where PrfBjA;X ¼ ðn1; n2;mÞg is nonnull are

the following:

. m �M1 and m < n1. In this case, only m primary C1

connections among the n1 ones under failure can be
restored. Thus, we have

PrfBjA;X ¼ ðn1; n2;mÞg ¼ 1� m
n1
:
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. m > M1 and n1 � m. In this case, the first set of
M1 BPs is assigned to the high-priority failed
connections. The remaining n1 þ n2 �M1 failed
connections belonging to both classes of service
contend with equal priority to the remaining second
set of m�M BPs. As such, t is not restored by both
sets of BPs with a probability

PrfBjA;X ¼ ðn1; n2;mÞg ¼
ðn1 �M1Þðn1 þ n2 �mÞ

n1ðn1 þ n2 �M1Þ
:

. m > n1 > M1, and n1 þ n2 > m. The same argu-
ments lead to the same result, that is

PrfBjA;X ¼ ðn1; n2;mÞg ¼
ðn1 �M1Þðn1 þ n2 �mÞ

n1ðn1 þ n2 �M1Þ
:

Putting together these results, we get

U1 ¼
1

N1

XM1

m¼0

XN1

n1¼mþ1

ðn1 �mÞp1ðn1ÞpðmÞ
"

þ
XM

m¼M1þ1

XN1

n1¼m

XN2

n2¼0

ðn1 �M1Þ
n1 þ n2 �m
n1 þ n2 �M1

pðn1; n2;mÞ

þ
XM

m¼M1þ2

Xm�1

n1¼M1þ1

XN2

n2¼m�n1

ðn1 �M1Þ
n1 þ n2 �m
n1 þ n2 �M1

pðn1; n2;mÞ
#
:

Note that when M1 ¼ 0, we get the classical M : N

protection scheme without priority among the N1 þN2 ¼ N
primary connections, which gives

U ¼ 1

N

XM
m¼0

XN
n¼mþ1

ðn�mÞp0ðnÞpðmÞ; ð2Þ

where

p0ðnÞ ¼ n

N

� �
qnpN�n:

Following the same reasoning, we obtain the unavailability

U2 of a C2-connection as

U2 ¼ PrfA;Bg

¼
XN1

n1¼0

XN2

n2¼1

XM
m¼0

PrfBjA;X ¼ ðn1; n2;mÞg

� PrfAjX ¼ ðn1; n2;mÞgpðn1; n2;mÞ:

Clearly, we have

PrfAjX ¼ ðn1; n2;mÞg ¼
n2

N2

and the cases where PrfBjA;X ¼ ðn1; n2;mÞg is nonnull are

the following:

. m �M1 and m < n1. In this case, all the BPs are used
to restore C1-connections; thus,

PrfBjA;X ¼ ðn1; n2;mÞg ¼ 1:

. n1 �M1, n1 � m, and n1 þ n2 > m. In this case, only

m� n1 low-priority primary connections among the

n2 ones under failure can be restored. Hence, we get

PrfBjA;X ¼ ðn1; n2;mÞg ¼ 1�m� n1

n2
:

. M1 < m � n1. In this case, M1 BPs are affected to the
high-priority connections. The remaining spare
capacity (that is, m�M1) is shared without any
priority policy among the n1 þ n2 �M1 failed con-
nections. Thus,

PrfBjA;X ¼ ðn1; n2;mÞg ¼ 1� m�M1

n1 þ n2 �m
:

. M1 < n1 < m and n1 þ n2 > m. The same arguments
lead to the same result, that is,

PrfBjA;X ¼ ðn1; n2;mÞg ¼ 1� m�M1

n1 þ n2 �m
:

Putting together these results, we get

U2 ¼
1

N2

XM1

m¼0

XN1

n1¼mþ1

XN2

n2¼0

n2pðn1; n2;mÞ
"

þ
XM
m¼0

XM1^m

n1¼0

XN2

n2¼m�n1

ðn1 þ n2 �mÞpðn1; n2;mÞ

þ
XM

m¼M1þ1

XN1

n1¼m

XN2

n2¼0

n2
n1 þ n2 �m
n1 þ n2 �M1

pðn1; n2;mÞ

þ
XM

m¼M1þ2

Xm�1

n1¼M1þ1

XN2

n2¼m�n1

n2
n1 þ n2 �m
n1 þ n2 �M1

pðn1; n2;mÞ
#
:

By setting M1 ¼ 0 and N1 þN2 ¼ N , we get the unavail-

ability of the classical M : N protection scheme without

priority, already given by relation (2).

5.1.2 Disruption Rate

We now consider the service disruption rate for each class
of service. We first consider the high-priority connections.
Thus, let t be a C1-connection. Such connection is available
in two cases:

. A: The primary path of t is up.

. B ¼ B1 \B2, where B1: The primary path of t is
down, and B2 : t is restored by one of the BPs.

In case A, connection t becomes unavailable if its primary
path fails (at rate �), whereas all the BPs are unavailable for
its restoration. In case B, connection t becomes unavailable
if its restoring BP fails (at rate �b), and all the other BPs are
unavailable for its restoration. We thus have the relation

S1 ¼ �PrfA;Cg þ �b PrfB1; B2; Cg;

where the event C is defined by

. C: All the BPs are unavailable to restore t.
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By conditioning on the stationary state X ¼ ðn1; n2;mÞ,
we get

PrfA;Cg ¼
XN1

n1¼0

XN2

n2¼0

XM
m¼0

PrfCjA;X ¼ ðn1; n2;mÞg

� PrfAjX ¼ ðn1; n2;mÞgpðn1; n2;mÞ:

It is easy to check that

PrfAjX ¼ ðn1; n2;mÞg ¼ 1� n1

N1

and

PrfCjA;X ¼ ðn1; n2;mÞg

¼

1 if M1 � n1 < m and n1 þ n2 � m
In this case; the high-priority class already uses

its minimum quota M1; and all the BPs

are occupied; hence; t is not allowed to preempt

protected low-priority connections subsequent to

its primary path failure:

1 if n1 � m

0 otherwise:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

In the same way, we have

PrfB1; B2; Cg

¼
XN1

n1¼0

XN2

n2¼0

XM
m¼0

PrfCjB1; B2; X ¼ ðn1; n2;mÞg

� PrfB2jB1; X ¼ ðn1; n2;mÞgPrfB1jX ¼ ðn1; n2;mÞg
� pðn1; n2;mÞ:

We get

PrfB1jX ¼ ðn1; n2;mÞg ¼
n1

N1

and

PrfCjB1; B2; X ¼ ðn1; n2;mÞg

¼

1 if M1 < n1 < m and n1 þ n2 � m
Note that unlike the probability PrfCjA;X ¼
ðn1; n2;mÞg; if n1 ¼M1; then connection t is all

owed to preempt a protected low-priority

connection following to its backup path failure

since the quota M1 is not reached yet:

1 if n1 � m

0 otherwise:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

In the same way, we obtain PrfB2jB1; X ¼ ðn1; n2;mÞg

¼

1 if n1 �M1 and n1 � m

1 if M1 � n1 � m and n1 þ n2 � m

m
n1

if m � n1 and m �M1

M1

n1
þ 1� M1

n1

� �
m�M1

n1þn2�M1

� �
if ðM1 < m � n1Þ or ðM1 < n1 < m and n1 þ n2 > mÞ

0 otherwise:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

This leads to the following expression of S1:

S1 ¼
�

N1

XM
m¼0

XN1

n1¼m
ðN1 � n1Þp1ðn1ÞpðmÞ

"

þ
XM

m¼M1þ1

Xm�1

n1¼M1

XN2

n2¼m�n1

ðN1 � n1Þpðn1; n2;mÞ
#

þ �b
N1

XM1

m¼0

XN1

n1¼m
mp1ðn1ÞpðmÞ

"

þ
XM

m¼M1þ1

XN1

n1¼m

XN2

n2¼0

M1 þ
ðn1 �M1Þðm�M1Þ

n1 þ n2 �M1

� �

� pðn1; n2;mÞ

þ
XM

m¼M1þ2

Xm�1

n1¼M1þ1

XN2

n2¼m�n1

M1 þ
ðn1 �M1Þðm�M1Þ

n1 þ n2 �M1

� �

�pðn1; n2;mÞ�:

Based on this result, we can simply derive the expres-

sion of the disruption rate for the classical shared-

protection scheme without priority by setting M1 ¼ 0 and

N1 þN2 ¼ N . In doing so, we get

S ¼ 1

N

XM
m¼0

XN
n¼m

�ðN � nÞ þ �bmð Þp0ðnÞpðmÞ:

Following the same reasoning, the disruption rate S2 of a

low-priority connection can be expressed as

S2 ¼ �PrfA;Cg þ �
XM1�1

n1¼0

ðN1 � n1ÞPrfB;C;X1 ¼ n1g

þ �b
XM1

n1¼0

n1 PrfB;C;X1 ¼ n1g þ �b PrfB;Cg;

where X1 is the first component of vector X, that is, the

number of high-priority failed primary paths. Note that the

events A, B, and C are those defined for the evaluation of

S1, but now, they concern a connection t 2 C2 and not

t 2 C1. As done previously, we have

PrfA;Cg ¼
XN1

n1¼0

XN2�1

n2¼0

XM
m¼0

PrfCjA;X ¼ ðn1; n2;mÞg

� PrfAjX ¼ ðn1; n2;mÞgpðn1; n2;mÞ:
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It is easy to check that

PrfAjX ¼ ðn1; n2;mÞg ¼ 1� n2

N2

and

PrfCjA;X ¼ ðn1; n2;mÞg ¼
1 if n1 þ n2 � m
0 otherwise:

�

In the same way, using again the fact that B ¼ B1 \B2, we

have

PrfB;C;X1 ¼ n1g

¼
XN2

n2¼1

XM
m¼1

PrfCjB;X ¼ ðn1; n2;mÞg

� PrfB2jB1; X ¼ ðn1; n2;mÞgPrfB1jX ¼ ðn1; n2;mÞg
� pðn1; n2;mÞ:

We get

PrfB1jX ¼ ðn1; n2;mÞg ¼
n2

N2

and PrfCjB;X ¼ ðn1; n2;mÞg is given by

PrfCjB;X ¼ ðn1; n2;mÞg ¼
1 if n1 þ n2 � m
0 otherwise:

�

Finally, we get

PrfB2jB1; X ¼ ðn1; n2;mÞg

¼

1 if n1 þ n2 � m
m�n1

n2
if n1 �M1 and n1 < m and n1 þ n2 � m

m�M1

n1þn2�M1
if ðM1 < m � n1Þ
or ðM1 < n1 < m and n1 þ n2 > mÞ

0 otherwise

8>>>>>>>><
>>>>>>>>:

and

PrfB;Cg ¼
XN1

n1¼0

PrfB;C;X1 ¼ n1g:

The expression of the disruption rate S2 is thus

S2 ¼
�

N2

XM
m¼0

XN1

n1¼0

XN2

n2¼ðm�n1Þþ
ðN2 � n2Þpðn1; n2;mÞ

2
4

þ
XM1�1

n1¼0

XM
m¼n1þ1

XN2

n2¼m�n1

ðm� n1ÞðN1 � n1Þpðn1; n2;mÞ
#

þ �b
N2

XM1

n1¼0

XM
m¼n1þ1

XN2

n2¼m�n1

ðm� n1Þðn1 þ 1Þpðn1; n2;mÞ
"

þ
XN1

n1¼M1þ1

Xn1^M

m¼M1þ1

XN2

n2¼0

n2ðm�M1Þ
n1 þ n2 �M1

pðn1; n2;mÞ

þ
XM�1

n1¼M1þ1

XM
m¼n1þ1

XN2

n2¼m�n1

n2ðm�M1Þ
n1 þ n2 �M1

pðn1; n2;mÞ
#
;

where ðm� n1Þþ ¼ maxðm� n1; 0Þ.

5.2 Numerical Results

In this section, we evaluate the benefits introduced by our
relative priority mechanism. Moreover, we study the
impact of the quota M1 on the availability and disruption
rate of each class of service. To achieve this, we consider a
scenario consisting of N ¼ 12 primary connections sharing
M ¼ 4 BPs. We keep the same assumptions used in
Section 3.3. That is, we consider a reference path cut rate
� ¼ �b ¼ 1=250 h�1. In addition, we assume that the MTTR
ð1=�Þ of all the paths is the same and equal to 12 hours. We
first consider our priority-enabled scheme with N1 ¼ 4
high-priority and N2 ¼ 8 low-priority connections. The
availability of each class is calculated for different values
of M1 based on the derived expressions of U1 and U2, and it
is reported in Fig. 4a. Recall that when M1 ¼ 0, we deal with
the classical shared-protection scheme without priority, and
when M1 ¼M, we get the classical strict preemptive
priority scheme.

Fig. 4a shows that the availability of high-priority
connections increases with M1, at the expense of a reduced
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availability of low-priority connections. Tuning this quota,
we penalize more or less the low-priority connections.
Indeed, the choice of M1 depends mainly on the avail-
ability required by high-priority connections. For instance,
according to [7], a gold client requests an availability of
99.999 percent. In this case, a value of M1 ¼ 2 is sufficient
to obtain such availability and to respect at the same time
the availability required by silver clients (that is, 99.99 per-
cent according to [7]).

Fig. 4b depicts the service disruption rates for each class
of service as a function of the threshold M1. Unlike low-
priority connections, the disruption rate of high-priority
connections decreases with M1. Again, this parameter can
be fixed according to the requirements of each class of
service. These results emphasize the flexibility and the gain
introduced by our relative priority-enabled approach.

Indeed, our priority scheme is able to satisfy stringent
high-priority connection requirements, whereas this objec-
tive cannot be achieved by the classical protection scheme
without priority. In addition, thanks to the flexibility
introduced by the parameter M1, the satisfaction of strict
high-priority connection requirements can be achieved
while respecting the low-priority connection requirements.
This feature is the key differentiator with respect to the
classical strict preemptive strategy.

The observed availability results in Fig. 4a can be also
interpreted from a practical-application perspective by
using the following reasoning. Assume that the service

provider offers two grades of service: gold and silver.
According to the negotiated contracts, a gold client needs an
availability of 99.999 percent, whereas a silver client
requires an availability of 99.995 percent.

Fig. 4a shows that the classical protection scheme cannot
satisfy the gold client requirements when only M ¼ 4 BPs
are provisioned. In this case, all the clients have the same
availability, which is around 99.996 percent. This level of
availability satisfies only the silver clients. To comply with
the requirements of the gold clients, we need to provision
M ¼ 5 BPs instead of 4, as shown in Fig. 5. In doing so, both
gold and silver clients are satisfied, thus benefiting from the
same availability, which is slightly above 99.999 percent.
However, this level is too high compared to the silver client
requirements. As a direct result, more capacity may have
been provided than needed, which is a cost factor for the
service vendor.

One way to alleviate the aforementioned resource wa-
stage problem is to provide multiple grades of service. To
achieve this, we can use either our relative priority policy or
the strict preemptive priority policy. Fig. 4a shows that the
latter policy (that is, the case where M1 ¼M ¼ 4) differ-
entiates between the two types of clients, but again, it does
not meet with all the client requirements. On the contrary,
with the classical scheme without priority, which satisfies
only the silver clients when M ¼ 4, the strict preemptive
policy satisfies only the gold clients. Indeed, this policy is
extremely severe with the lowest priority clients, resulting
in the availability below the negotiated threshold 99.995 per-
cent. To comply with both gold and silver clients under the
strict preemptive priority, we need to provision M ¼ 5 BPs
(see Fig. 5), whereas this same target is achieved with only
M ¼ 4 BPs when using our relative priority policy, as
shown in Fig. 4a. In this regard, our policy enables us to
save backup resources with respect to both the classical
protection scheme without priority and the strict preemp-
tive policy.

In what follows, we investigate a second scenario, where
the number of BPs is again set to M ¼ 4. Half of this
capacity is reserved for the N1 ¼ 4 high-priority connections
(that is, M1 ¼ 2). Then, we vary the number of low-priority
connections N2 from 1 to 8. In other words, the total number
of sharing connections N varies from 5 to 12.

Fig. 6a shows that increasing the number of low-priority
connections does not affect the high-priority connections,
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which maintain almost the same availability level. On the

other hand, when priority is disabled, all the connections

are penalized, as they become less available. As such, the

availability required by high-priority connections (that is,

99.999 percent) is not respected once the total number of

sharing connections exceeds 6, despite the use of multiple

BPs. By using our priority mechanism, this issue is relieved.

Indeed, high-priority connections always achieve the strict

availability requirements of the gold clients, regardless of

the increase of the number of low-priority connections.

Likewise, Fig. 6b shows that by applying our priority

scheme, the service disruption rate for the high-priority

connections remains practically unchanged when the

number of sharing primary connections increases.

6 CONCLUSION

In this paper, we presented a detailed mathematical model

for the relative priority-enabled shared protection. We

derived explicit analytic expressions for the average

availability and service disruption rate for each class of

service. Finally, we motivated the use of the proposed

scheme, since it allows achieving stringent reliability

requirements of gold clients without really penalizing the

low-priority ones, whereas this target is hardly accom-

plished with the classical schemes.
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