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Exact transient solution of an M/M/1 driven fluid queue
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The transient solution of a fluid queue driven by an M/M/1 queue is obtained explicitly using continued
fractions. The probability that the buffer is empty at a specified time is also determined and illustrated
graphically.
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1. Introduction

Stochastic fluid flow models are increasingly used in the performance analysis of telecom-
munication and manufacturing models. The bursty nature of the traffic carried in high-speed
networks requires an understanding of steady-state as well as transient behaviour of the system.
Fluid models prove to be efficient for these goals.

The steady state behaviour of Markov-driven fluid queues has been extensively studied in the
literature. The case where the state space is infinite has been analysed by, among others, Adan
and Resing [1], Virtamo and Norros [2], Parthasarathy et al. [3] and Barbot and Sericola [4]
for an M/M/1 queue, and by van Doorn and Schienhardt [5] and Sericola [6] for more general
processes.

Steady state analysis provides some important information on the congestion of the statis-
tical multiplexer, but it is not sufficient, for example, for controlling the congestion. Transient
analysis will be of critical value in understanding the dynamic behaviour of the statistical
multiplexer in controlling the congestion and in studies relating to the rate of convergence to
steady state. The problem is motivated by the need to understand better the performance of
fast packet switching in the asynchronous transfer mode (ATM), which will be adopted in the
Broadband Integrated Service Digital Network (B-ISDN).

The transient analysis of stochastic fluid flow models presents a host of new challenges and
opportunities to network designers and performance analysts. In most of the earlier work, the
solutions were obtained in the Laplace domain and numerical methods were used to perform

*Corresponding author. Email: prp@iitm.ac.in

International Journal of Computer Mathematics
ISSN 0020-7160 print/ISSN 1029-0265 online © 2005 Taylor & Francis Ltd

http://www.tandf.co.uk/journals
DOI: 10.1080/00207160512331329041

Techset Composition Ltd, Salisbury GCOM041179.TeX Page#: 13 Printed: 27/11/2004



2 B. Sericola et al.

the inverse Laplace transform [7–9]. Sericola [10] derived the transient solution for fluid
flow models controlled by a finite homogenous Markov process based on recurrence relations
which is particularly useful for its numerical properties. However, exact solutions are useful in
gaining insights and also for comparing the relative merits of different numerical techniques.

In this paper, we obtain the transient solution of a fluid queue driven by an M/M/1 queue
in terms of a modified Bessel function of the first kind by employing continued fraction
methodology. The probability that the buffer is empty at any specified time is determined by
modifying the recurrence relation suggested by Barbot and Sericola [11], thereby reducing
the computational complexity involved in its evaluation. Numerical investigations of this
probability have revealed interesting features of the variations of this function with respect
to time.

2. Model description

Consider a fluid queue driven by an M/M/1 queueing model {X(t), t ≥ 0}, taking values in
S = {0, 1, 2, . . .}, where X(t) denotes the number of customers in the system at time t . Let
λ and µ denote the mean arrival and service rates, respectively. The arrivals are in Poisson
fashion and the service times are exponentially distributed.

During the busy periods of the server, a fluid commodity which we refer as ‘credit’ accu-
mulates in an infinite capacity buffer at a constant rate r > 0. The credit buffer depletes the
fluid during the idle periods of the server at a constant rate r0 < 0 as long as the buffer is
non-empty.

If C(t) denotes the content of buffer at time t , the two-dimensional process [{X(t),

C(t)}, t ≥ 0] constitutes a Markov process. Fluid models of this type are applied telecom-
munications for modelling network traffic and in the approximation of discrete stochastic
queueing networks. For practical design and performance evaluation, it is essential to obtain
information about the buffer occupancy distribution.

If Fj (t, x) ≡ P [X(t) = j, C(t) ≤ x], j ∈ S, t, x ≥ 0, the Kolmogorov forward
equations for the Markov process [X(t), C(t)] are given by

∂F0(t, x)

∂t
= −r0

∂F0(t, x)

∂x
− λF0(t, x) + µF1(t, x)

∂Fj (t, x)

∂t
= −r

∂Fj (t, x)

∂x
+ λFj−1(t, x) − (λ + µ)Fj (t, x) + µFj+1(t, x),

j ∈ S\{0}, t, x ≥ 0 (1)

subject to the initial conditions

F0(0, x) = 1, Fj (0, x) = 0 for j = 1, 2, 3, . . .

and the boundary condition

Fj (t, 0) = qj (t) for j = 0, 1, 2, . . . .

Here qj (t) represents the probability that at time t the buffer is empty and the state of the
background Markov process is j . The content of the buffer decreases and thus it becomes
empty only when the net input rate of the fluid into the buffer is negative. Therefore when the
buffer becomes empty at any time t , the background process should necessarily be in state
zero corresponding to which the effective input rate is r0 < 0. Hence we have qj (t) = 0 for
j = 1, 2, 3 . . . as r > 0 for j = 1, 2, 3, . . . .
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The transient distribution of the buffer content is given by

Pr[C(t) > x] = 1 −
∞∑

j=0

Fj (t, x).

In this sequel let F ∗
j (s, x) and F ∗∗

j (s, w) denote the single Laplace transform (with respect
to t) and double Laplace transform (with respect to t and x), respectively, of Fj (t, x).

3. Transient solution

Let P denote the transition probability matrix of the uniformized Markov chain associated
with the process [X(t), t ≥ 0]. If p and q are defined by

p = λ

λ + µ
and q = µ

λ + µ

the non-zero entries of the matrix P are

P0,0 = q, P0,1 = p and for i ≥ 1, Pi,i−1 = q, Pi,i+1 = p.

For every i ≥ 0, let (�P n)i denote the ith entry of the row vector �P n with � = (1, 0, 0, . . . )

denoting the initial probability vector.
The expression for the joint distribution of the buffer content of the fluid queue and the state

of the M/M/1 queue is given by Barbot and Sericola [11] as

Fi(t, x) =
∞∑

n=0

e−(λ+µ)t [(λ + µ)t]n
n!

n∑
k=0

(
n

k

) ( x

rt

)k (
1 − x

rt

)n−k

bi(n, k) (2)

where the coefficients bi(n, k) are given by the following recursive expressions. For i = 0

b0(n, n) = (�P n)0 for n ≥ 0

b0(n, k) = rq

r − r0
[b0(n − 1, k) + b1(n − 1, k)] − r0

r − r0
b0(n, k + 1)

for n ≥ 1, 0 ≤ k ≤ n − 1. (3)

For i ≥ 1

bi(n, 0) = 0 for n ≥ 0

bi(n, k) = pbi−1(n − 1, k − 1) + qbi+1(n − 1, k − 1) for n ≥ 1, 1 ≤ k ≤ n. (4)

The following propositions and theorem present a simplified formula for evaluating the
above recurrence relations and thereby reducing the computational complexity.

PROPOSITION 1 For all n ≥ 1, 0 ≤ k ≤ n − 1, we have

b0(n, k) − βn−kb0(n, n) = α

n−1∑
i=k

[b0(n − 1, i) + b1(n − 1, i)]βi−k (5)

where α = rq/(r − r0) and β = r0/(r0 − r).
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Proof Consider equation (3):

b0(n, k) − βb0(n, k + 1) = α[b0(n − 1, k) + b1(n − 1, k)] for n ≥ 1, 0 ≤ k ≤ n − 1.

Multiplying the above equation by βi−k and summing over all i from k to n − 1, we obtain

n−1∑
i=k

βi−kb0(n, i) −
n−1∑
i=k

βi−k+1b0(n, i + 1) = α

n−1∑
i=k

[b0(n − 1, i) + b1(n − 1, i)]βi−k

b0(n, k) − βn−kb0(n, n) = α

n−1∑
i=k

[b0(n − 1, i) + b1(n − 1, i)]βi−k.

�

THEOREM 1 For i ≥ 1, bi(n, k) = 0 for 0 ≤ n < i and

bi(n, k) =




0 if 0 ≤ k < i

pi

�k−i/2�∑
l=0

s(i, l)plqlb0(n − 2l − i, k − 2l − i) if i ≤ k ≤ n

0 if k > n

(6)

where the numbers s(i, l) are referred to as ballot numbers and are given by

s(i, l) = i
(2l + i − 1)!

l!(i + l)! . (7)

Proof Consider equation (4):

bi(n, k) = pbi−1(n − 1, k − 1) + qbi+1(n − 1, k − 1) for n ≥ 1, 1 ≤ k ≤ n.

Define

Hi(n, v) =
n∑

k=0

vkbi(n, k).

Then equation(4) reduces to

Hi(n, v) = pvHi−1(n − 1, v) + qvHi+1(n − 1, v) i ≥ 1, n ≥ 1. (8)

Again, define

φi(u, v) =
∞∑

n=0

unHi(n, v)

n! .

Then equation (8) reduces to

φ′
i (u, v) = pvφi−1(u, v) + qvφi+1(u, v).

Laplace transformation of the above equation with respect to u yields

zφ∗
i (z, v) = pvφ∗

i−1(z, v) + qvφ∗
i+1(z, v).
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Writing in the form of continued fractions, we obtain

φ∗
i (z, v)

φ∗
i−1(z, v)

= pv

z − qv[φ∗
i+1(z, v)/φ∗

i (z, v)]

= pv

z−
pqv2

z−
pqv2

z− · · · .

Solving the above continued fractions, we obtain

φ∗
i (z, v)

φ∗
i−1(z, v)

= z − √
z2 − 4pqv2

2qv
, i = 1, 2, 3, . . .

= pv

z

(
1 − √

1 − 4(pqv2/z2)

2(pqv2/z2)

)

= pv

z
C

(
pqv2

z2

)
. (9)

Before we proceed further, we a briefly discuss the function C(z).
Let C(z) be the complex function defined by

C(z) = 1 − √
1 − 4z

2z
.

For |z| ≤ 1/4, we have

C(z) =
∞∑

n=0

cnz
n

where the numbers cn are referred to as Catalan numbers and are given by

cn =
(

2n

n

)
1

n + 1
.

More generally, for k ≥ 1 and |z| ≤ 1/4, we have

Ck(z) =
∞∑

n=0

s(k, n)zn

where s(k, n) denotes the ballot numbers given by equation (7).
Continuing our discussion from equation (9), we easily obtain, for i ≥ 1 and

|pqv2/z2| < 1/4,

φ∗
i (z, v) = pv

z
C

(
pqv2

z2

)
φ∗

i−1(z, v)

= pivi

zi
Ci

(
pqv2

z2

)
φ∗

0 (z, v)

= pivi

zi

∞∑
l=0

s(i, l)

(
pqv2

z2

)l

φ∗
0 (z, v).



6 B. Sericola et al.

Thus we have, for i ≥ 1 and |pqv2/z2| < 1/4,

∞∑
n=0

Hi(n, v)

zn+1
= pivi

zi

∞∑
l=0

s(i, l)

(
pqv2

z2

)l ∞∑
n=0

H0(n, v)

zn+1

= pi

∞∑
l=0

s(i, l)plqlv2l+i

∞∑
n=0

H0(n, v)

z2l+i+n+1

= pi

∞∑
l=0

s(i, l)plqlv2l+i

∞∑
n=2l+i

H0(n − 2l − i, v)

zn+1

∞∑
n=0

Hi(n, v)

zn+1
= pi

∞∑
n=i

1

zn+1

�n−i/2�∑
l=0

s(i, l)plqlv2l+iH0(n − 2l − i, v)

where the last equality is obtained by exchanging the order of summation. This leads, for
i ≥ 1, to the following expression for Hi(n, v):

Hi(n, v) =




0 if 0 ≤ n < i

pi

�n−i/2�∑
l=0

s(i, l)plqlv2l+iH0(n − 2l − i, v) if n ≥ i.

This means, in particular, that bi(n, k) = 0 for i ≥ 1 and 0 ≤ n < i.
We consider now the case where i ≥ 1 and n ≥ i. By the definition of Hi(n, v), we have

n∑
k=0

vkbi(n, k) = pi

�n−i/2�∑
l=0

s(i, l)plqlv2l+i

n−2l−i∑
m=0

vmb0(n − 2l − i, m)

= pi

�n−i/2�∑
l=0

s(i, l)plql

n−2l−i∑
m=0

vm+2l+ib0(n − 2l − i, m)

= pi

�n−i/2�∑
l=0

s(i, l)plql

n∑
k=2l+i

vkb0(n − 2l − i, k − 2l − i)

= pi

n∑
k=i

vk

� k−i
2 �∑

l=0

s(i, l)plqlb0(n − 2l − i, k − 2l − i)

where the last equality is obtained by exchanging the order of summation. This leads, for i ≥ 1
and n ≥ i, to the following expression for bi(n, k):

bi(n, k) =




0 if 0 ≤ k < i

pi

�k−i/2�∑
l=0

s(i, l)plqlb0(n − 2l − i, k − 2l − i) if i ≤ k ≤ n

0 if k > n.
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In particular, for i = 1, the ballot numbers s(1, l) are the Catalan numbers cl . Thus

b1(n, k) =




0 if k = 0
�k−1/2�∑

l=0

(
2l

l

)
pl+1ql

l + 1
b0(n − 2l − 1, k − 2l − 1) if 1 ≤ k ≤ n

0 if k > n.

(10)

�

Note that in the modified recurrence relation given by equation (6), bi(n, k) is explicitly
expressed in terms of b0(·, ·) with lower orders of n and k thereby reducing the computational
complexity involved in the evaluation of b0(n, 0).

PROPOSITION 2 For all n ≥ 0, we have

b0(n, n) = (�P n)0 =




(
2k

k

)
pkqk + (q − p)

k∑
i=1

(
2k

k − i

)
pk−iqk+i−1, n = 2k

(
2k + 1

k

)
pkqk+1 + (q − p)

k∑
i=1

(
2k + 1

k − i

)
pk−iqk+i , n = 2k + 1

(11)

= 1 −
�n−1/2�∑

k=0

(
2k

k

)
pk+1qk

k + 1
. (12)

Proof An explicit analytical expression for (�P n)0 is presented here from a perspective
discussed by Böhm [12]. The transition probability matrix P is analysed in relation to the
queueing process Q(n) which is regarded as a random walk restricted by a weakly reflecting
barrier at the origin having a state space the set of all non-negative integers. It is convenient to
consider an unrestricted random walk Z(n) having a state space the set of all integers and jumps
of magnitude 1 and −1 with probabilities p1 and p2, respectively, such that p1 + p2 = 1. By
exploiting the special features of the transition functions of Z(n), we determine its relationship
to the queueing process Q(n). It is astonishingly simple to derive the distribution of the process
Q(n) from the distribution of the process Z(n).

Let ωk(n) = P [Z(n) = k] denote the n-step transition probabilities of Z(n). Then

ωk(n) = [sk]
(
p1s + p2

s

)n

where [sk] is the coefficient operator. Using purely combinatorial approaches, an explicit
formula for ωk(n) is given by

ωk(n) =
∑

i

(
2i − k

i

)(
n

2i − k

)
pi

1 pi−k
2 .

The function ωk(n) is quasi-symmetric:

ω−k(n) = �−kωk(n)

where � = p1/p2.
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Let us assume that at time zero there are m > 0 customers waiting and let σ(n) =
min0≤i≤n Z(n). Then it is well known that

Q(n) = max[Z(n) − σ(n), m + Z(n)].
Hence we have

Pr[Q(n) < k|Q(0) = m] =
∑
j>m

ωk−j (n) − �kω−k−j (n). (13)

Comparing the process Q(t) with the uniformized Markov chain associated with the process
X(t), we have

(�P n)0 = Pr[Q(n) < 1|Q(0) = 0].
For p1 = p and p2 = q, considerable simplification of equation (13) yields

b0(n, n) = (�P n)0 =




(
2k

k

)
pkqk + (q − p)

k∑
i=1

(
2k

k − i

)
pk−iqk+i−1, n = 2k

(
2k + 1

k

)
pkqk+1 + (q − p)

k∑
i=1

(
2k + 1

k − i

)
pk−iqk+i , n = 2k + 1.

This can be simplified to

(�P n)0 = 1 −
�n−1/2�∑

k=0

(
2k

k

)
pk+1qk

k + 1

which was obtained by Leguesdron et al. [13] using a different approach. �

From equation (2) the probability that the buffer is empty at time t is given by

F0(t, 0) = q0(t) = e−(λ+µ)t

∞∑
n=0

[(λ + µ)t]n
n! b0(n, 0) (14)

where b0(n, 0) for all n ≥ 1 is given by

b0(n, 0) =
(

rq

r − r0

) n−1∑
i=0

[b0(n − 1, i) + b1(n − 1, i)]
(

r0

r0 − r

)i

+
(

r0

r0 − r

)n

b0(n, n).

The term b0(n − 1, i) for 0 ≤ i ≤ n − 1 is recursively determined from equation (5) of propo-
sition 1, the term b1(n − 1, i) for 0 ≤ i ≤ n − 1 is obtained from equation (6) of theorem 1,
and the term b0(n, n) for all n is calculated using equation (11) of proposition 2.

The convergence of the transient solution given by equation (2) towards the stationary
distribution subject to the stability condition

ρ = λ(r0 − r)

µr0
< 1

is given by theorem 7 of [4] as

lim
t→∞ Fi(t, x) =

∑
k≥0

e(λ+µ)x/r [(λ + µ)x]k
rk k! li(k), for all i ≥ 0 and x ≥ 0
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where li(k) = limn→∞ bi(n, k). Therefore we conclude that

lim
t→∞ q0(t) = lim

n→∞ b0(n, 0) = 1 − ρ

which is numerically verified and illustrated graphically.

4. Numerical illustrations

In this section, we discuss the numerical investigation carried out to study the behaviour of
q0(t) given by equation (14) with respect to time. The relations in propositions 1 and 2 and Q1
theorem 1 may speed up the computation as illustrated below.

Define the truncation step as

N(ε, t) = min

{
n ≥ 0 |

n∑
h=0

e−(λ+µ)t [(λ + µ)t]h
h! ≥ 1 − ε

}
. (15)

It is easy to check that N(ε, t) is an increasing function of t . Therefore if q0(t) has
to be evaluated at M points, say t1 < · · · < tM , we only need to evaluate b0(n, 0) for
n = 0, 1, . . . , N(ε, tM) and compute

q
(N)
0 (t) =

N(ε,tM)∑
n=0

e−(λ+µ)t [(λ + µ)t]n
n! b0(n, 0). (16)

Indeed, for every t ≤ tM , we have

q0(t) − q
(N)
0 (t) =

∞∑
n=N(ε,tM)+1

e−(λ+µ)t [(λ + µ)t]n
n! b0(n, 0)

≤
∞∑

n=N(ε,tM)+1

e−(λ+µ)t [(λ + µ)t]n
n!

= 1 −
N(ε,tM)∑

n=0

e−(λ+µ)t [(λ + µ)t]n
n!

= 1 −
N(ε,t)∑
n=0

e−(λ+µ)t [(λ + µ)t]n
n!

≤ ε

where the first inequality comes from the fact that the bi(n, k) are between 0 and 1 as
shown in [10].

The algorithm developed to illustrate the variations in the form of graphs is as follows.

ALGORITHM

input : t1 < · · · < tM , ε

output : q
(N)
0 (t1) < · · · < q

(N)
0 (tM)

Compute N = N(ε, tM) from equation (15).
b0(0, 0) = 1; b1(0, 0) = 0
for = n = 1 to N do
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Figure 1. Variation of q0(t) with t for varying values of r with λ = 0.2, µ = 1 and r0 = −1.

Compute b0(n, n) from equation (12).
for k = n − 1 step -1 to 0 do

Compute b0(n, k) from equation (3).
endfor
b1(n, 0) = 0
for k = 1 to n do

Compute b1(n, k) from equation (10).
endfor
for = i = 1 to M do

Compute q
(N)
0 (t) from equation (16).

endfor
endfor

Figure 1 shows the variation of the function q0(t) with t for the parameter values λ = 0.2,
µ = 1, r0 = −1 and ε = 10−5, and varying values of r . As the net input rate of the fluid
increases, the probability with which the buffer becomes empty over a period of time decreases
faster and hence q0(t) approaches a limiting value 1 − ρ, as seen in figure 1.

5. Analytical solution

In this section, we obtain an explicit transient solution for the fluid model under consideration
by employing the method of continued fractions to solve the governing system of partial
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differential equations. Laplace transformation of equation (1) with respect to t yields

sF ∗
0 (s, x) − F0(0, x) + r0

∂F ∗
0

∂x
(s, x) = −λF ∗

0 (s, x) + µF ∗
1 (s, x)

sF ∗
j (s, x) − Fj (0, x) + r

∂F ∗
j

∂x
(s, x) = λF ∗

j−1(s, x) − (λ + µ)F ∗
j (s, x) + µF ∗

j+1(s, x)

for j = 1, 2, 3, . . . . (17)

Taking the Laplace transform of equations (17), again with respect to x, we obtain,

sF ∗∗
0 (s, w) − 1

w
+ r0wF ∗∗

0 (s, w) − r0F
∗
0 (s, 0) = −λF ∗∗

0 (s, w) + µF ∗∗
1 (s, w)

sF ∗∗
j (s, w)+ rwF ∗∗

j (s, w)− rF ∗
j (s, 0) = λF ∗∗

j−1(s, w) − (λ + µ)F ∗∗
j (s, w) + µF ∗∗

j+1(s, w).

Rewriting the above system of equations, we obtain

(s + r0w + λ)F ∗∗
0 (s, w) − µF ∗∗

1 (s, w) = 1

w
+ r0q

∗
0 (s)

−λF ∗∗
j−1(s, w) + (s + λ + µ + rw)F ∗∗

j (s, w) − µF ∗∗
j+1(s, w) = 0.

These equations can be conveniently rewritten in the form of continued fractions as follows:

F ∗∗
0 (s, w) = 1/w + r0q

∗
0 (s)

s + r0w + λ − µ(F ∗∗
1 (s, w)/F ∗∗

0 (s, w))

F ∗∗
j (s, w)

F ∗∗
j−1(s, w)

= λ

s + λ + µ + rw − µ(F ∗∗
j+1(s, w)/F ∗∗

j (s, w))
for j = 1, 2, 3, . . . .

Define

f (s, w) = 1

s + λ + µ + rw−
λµ

s + λ + µ + rw−
λµ

s + λ + µ + rw− · · ·

= 1

s + λ + µ + rw − λµf (s, w)
.

That is,

λµ[f (s, w)]2 − (s + λ + µ + rw)f (s, w) + 1 = 0.

Solving the above quadratic equation, we obtain

f (s, w) = (s + λ + µ + rw) − √
(s + λ + µ + rw)2 − 4λµ

2λµ
.

Using the above definition, we have

F ∗∗
j (s, w)

F ∗∗
j−1(s, w)

= λf (s, w) for j = 1, 2, 3 . . . (18)

and hence

F ∗∗
0 (s, w) = 1/w + r0q

∗
0 (s)

s + wr0 + λ − λµf (s, w)

= 1/w + r0q
∗
0 (s)

s + wr0 + λ − ((s + λ + µ + rw) − √
(s + λ + µ + rw)2 − 4λµ/2)

.



12 B. Sericola et al.

Let us denote w + (s + λ + µ)/r = θ and (2
√

λµ)/r = ν; then

F ∗∗
0 (s, w) = 1/w + r0q

∗
0 (s)

r0 (w + (s + λ)/r0) − r/2(θ − √
θ2 − ν2)

=
[
q∗

0 (s) + 1

r0w

] ∞∑
k=0

(
r

2r0

)k
(θ − √

θ2 − ν2)k

(w + (s + λ)/r0)
k+1 for

∣∣∣∣ λµf (s, w)

r0w + s + λ

∣∣∣∣ < 1.

Also from equation (18), we have

F ∗∗
j (s, w) = [λf (s, w)]jF ∗∗

0 (s, w) for j = 1, 2, 3 . . .

=
(

r

2µ

)j [
(q∗

0 (s) + 1

r0w

] ∞∑
k=0

(
r

2r0

)k
(θ − √

θ2 − ν2)j+k

(w + (s + λ)/r0)
k+1 .

The inversion of the above equation is quite cumbersome, and after considerable simplification
we obtain the following theorem.

THEOREM 2 For every t ≥ 0 and x ∈ [0, rt), we have

F0(t, x) = e(−λx/r0)q0

(
t − x

r0

)
+ e−λt − e(−λx/r0)e−λ(t−x/r0)

+
x∑

k=1

(
r

2r0

)k ∫ ∞

0
e[−(λ+µ)/r](x−y) ν

kkIk[ν(x − y)]
k!(x − y)

×
[
yke(−λy/r0)H

(
t − x − y

r
− y

r0

)
q0

(
t − x − y

r
− y

r0

)

+rk
0 e−λ[t−(x−y)/r]

(
t − x − y

r

)k
]

dy. (19)

and

Fj (t, x) =
(

r

2µ

)j ∞∑
k=0

(
r

2r0

)k ∫ x

0
e[−(λ+µ)/r](x−y)(j + k)

νj+kIj+k[ν(x − y)]
k!(x − y)

×
[
yke−λy/r0H

(
t − x − y

r
− y

r0

)
q0

(
t − x − y

r
− y

r0

)

+rk
0 e−λ[t−(x−y)/r]

(
t − x − y

r

)k
]

dy for j = 1, 2, . . . (20)

where H(·) denotes the Heaviside function.

It is verified that as t → ∞, the transient probabilities given by equations (19) and (20)
tend to the stationary solution given by equations (16) and (20), respectively, of [3] subject to
the understanding limt→∞ q0(t) = F0(0) in the stationary case.

Acknowledgement

P.R.P. thanksAv Humboldt Stiftung for financial assistance during the preparation of the paper.



Transient fluid queue model 13

References
[1] Adan, I.J.B.F. and Resing, J.A.C., 1996, Simple analysis of a fluid queue driven by an M/M/1 queue. Queueing

Systems, 22, 171–174.
[2] Virtamo, J. and Norros, I., 1994, Fluid queue driven by an M/M/1 queue. Queueing Systems, 16, 373–386.
[3] Parthasarathy, P.R., Vijayashree, K.V. and Lenin, R.B., 2002, An M/M/1 driven fluid queue – continued fraction

approach. Queueing Systems, 42, 189–199.
[4] Barbot, N. and Sericola, B., 2002, Stationary solution to the fluid queue fed by an M/M/1 queue. Journal of

Applied Probability, 39, 359–369.
[5] van Doorn, E.A. and Scheinhardt, W.R.W., 1997, A fluid queue driven by an infinite-state birth–death process, Q2

In: V. Ramaswami and P.E. Writh (Eds) ITC 15, pp. 465–475 (Washington, DC).
[6] Sericola, B., 2001, A finite buffer fluid queue driven by a Markovian queue. Queueing Systems, 38, 213–220.
[7] Tanaka, T., Yashida, O. and Takahashi, Y., 1995, Transient analysis of fluid models for ATM statistical

multiplexing. Performance Evaluation, 23, 145–162.
[8] Ren, Q. and Kobayashi, H., 1995, Transient solutions for the buffer behaviour in statistical multiplexing.

Performance Evaluation, 23, 65–87.
[9] Simonian, A. and Virtamo, J., 1991, Transient and stationary distributions for fluid queues and input processes

with a density. SIAM Journal of Applied Mathematics, 51, 1732–1739.
[10] Sericola, B., 1998, Transient analysis of stochastic fluid models. Performance Evaluation, 32, 245–263.
[11] Barbot, N. and Sericola, B., 2001, Transient analysis of fluid queue driven by an M/M/1 queue. Proceed-

ings of the 9th International Conference on Telecommunication Systems: Modeling and Analysis, Dallas, TX, Q3
15–18 April.

[12] Böhm, W.M., 1993, Markovian Queueing Systems in Discrete Time, (Frankfurt, Anton Hain).
[13] Leguesdron, P. Pellaumail, J., Rubino, G. and Sericola, B., 1993, Transient anlysis of the M/M/1 queue.

Advances in Applied Probability, 25, 702–713.



 
 

Journal  …International Journal of 
Computer Mathematics 

Article ID …GCOM  041179 

 
TO: CORRESPONDING AUTHOR 

 
AUTHOR QUERIES - TO BE ANSWERED BY THE AUTHOR 

 
The following queries have arisen during the typesetting of your manuscript. Please answer the queries. 

 
 The references have been renumbered so that they 

are cited in numerical order. Please check carefully. 
 

Q1 Please confirm propositions 1 and 2, and theorem 1, 
meant here 

 

Q2 Ref 5 – publisher please  

Q3 Ref. 11 – have these Proceedings been published? if 
so, please give publisher, town of publication and 
page numbers 

 

   

   

   

   

   

   

   

   

 
Production Editorial Department, Taylor & Francis Ltd. 

4 Park Square, Milton Park, Abingdon OX14 4RN 
 

Telephone: +44 (0) 1235 828600 
Facsimile: +44 (0) 1235 829000 

 


