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splitting technique, applied to a general discrete event simulator used to estimate low probability values,

namely loss probabilities. We present experimental evidence that this approach can be efficient and we
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can result in accelerating factors even if the estimated probabilities are not very low.

KEY TOPICS: Modeling and simulation of communication systems.

Submitted for the General Conference





J. Incera, G. Rubino, N. Stier, “On the application of accelerating simulation methods in network analysis” 1

On the application of accelerating simulation
methods in network analysis
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Abstract

When evaluating quantitative aspects of communication
networks using simulation, one of the main difficulties to
face is the often considerable computing power required.
In some specific mathematical frameworks, different tech-
niques have been proposed in order to accelerate the simu-
lation process while keeping the same precision in the re-
sult. This paper deals with one of them, the so called im-
portance splitting technique, applied to a general discrete
event simulator used to estimate low probability values,
namely loss probabilities. We present experimental evi-
dence that this approach can be efficient and we point out
some of the difficulties that the user can find in following
it. We also show that this method can result in accelerating
factors even if the estimated probabilities are not very low.

1 Introduction

One of the main problems in analyzing the so called “rare
events”, for instance, in estimating the probability of buffer
overflow in some communication networks, is that the
standard procedures need a considerable amount of com-
puter effort in order to estimate these numbers with accept-
able precision. By standard procedures we mean either the
utilization of some general purpose discrete event simula-
tor (or a dedicated one), or the estimation performed by
means of a standard Monte Carlo routine, that is, a rou-
tine implementing a standard estimator. In both situations,
the problem is that, by definition, a rare event needs time
to appear. Moreover, we must observe it many times dur-
ing the simulation in order to obtain a minimal precision
in the estimation. For this reason, people working in the
Monte Carlo field have developed a complete branch of
“accelerated” methods. These methods aim to modify ei-
ther the problem or the standard estimator, or even imple-

ySupported by the Mexican National Council of Science and Technol-
ogy (CONACyT) and by the Centre Regional de Œuvres Universitaires et
Scolaires (CROUS) de Rennes.

mentation aspects, in order to obtain the same precision
with less CPU effort (or a more precise one using the same
computing time). A well known approach to achieve this
objective is the importance sampling technique, where the
user modifies the underlying probability measure control-
ling the dynamics of the model, trying to make the rare
event happen more frequently. Another approach is the
splitting technique, where the idea is completely different:
the simulation process makes copies of itself at appropri-
ate points in time, each copy evolving as a standard Monte
Carlo process.

The reason why these techniques have been developed
in the Monte Carlo setting and not in the general area
of discrete event simulation, is that for them to be effi-
cient, the problems must verify some properties that need
well defined mathematical frameworks, typically particu-
lar classes of stochastic processes. For instance, many fast
simulation techniques of the Monte Carlo type have been
proposed for helping the simulation of Markov models.
Other methods are designed to estimate measures associ-
ated with standard queuing systems, etc.

This paper explores the ability of one of these acceler-
ation methods, the splitting approach, to work in the gen-
eral context of discrete event simulation. The idea is to see
what happens when this technique is applied to the esti-
mation of some low probability associated with a commu-
nication system using a generic discrete event simulation
program. We show that good accelerations can be obtained
in this way, and that the related software engineering prob-
lems can be solved in a straightforward manner.

The paper is structured as follows: after an introduc-
tion to the importance splitting simulation techniques in
section 2, we describe in section 3 the model we use to
illustrate the proposed approach. Section 4 analyses our
techinique and how it was implemented for this particular
model. Finally, section 5 presents simulation results and
section 6 proposes some conclusions and directions for fu-
ture research work.
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2 Introduction to Splitting

The general framework of this technique is well repre-
sented by the problem of estimating low probability val-
ues. In order to improve the performance of the standard
approach which basically consists of directly simulating
the dynamics of the system, many sophisticated estima-
tors have been used for a long time in different scientific
fields. One of the most important techniques in this area is
sometimes called importance splitting. It can lead to very
reduced simulation times and it has the particular property
that it is quite simple to implement. In the communications
area, variations around this idea are receiving a consider-
able attention from the research community, in particular
after the publication of the Restart method (Repetitive Sim-
ulation Trials After Reaching Thresholds) in 1991 [12, 13].
A similar technique was studied later by researchers from
IBM and Columbia University under the name of Splitting
[4, 5].

As with the importance sampling approach, the splitting
techniques try to make a better use of the computer time,
avoiding to waste resources simulating the system when
the event of interest is not very likely to happen. To do that,
the basic idea is to keep the simulator most of the time in
states which are “close”, in some way, to the event of inter-
est. This helps the simulated paths to hit the rare area of the
state space. More specifically, the state space of the under-
lying stochastic process is partitioned in some appropriate
manner, and multiple independent and statistically iden-
tical paths are simulated each time a partition is entered.
If the partition is well chosen, all the effort is distributed
equally over the different levels and the same precision is
achieved for all them, which can be shown to lead to opti-
mal gains [4]. This should be opposed to the situation that
occurs frequently when a standard estimator is used: since
the event of interest is rare, most of the effort is done on
states that are far from the “interesting” ones. Therefore,
we obtain a very precise estimator for the region we are not
interested in and a bad estimator for the relevant one. The
main advantage of splitting over importance sampling is
that the parameters that control the simulation process are
much easier to set. For this reason, it seems more appeal-
ing to consider the former for its incorporation in a general
simulator.

We want to show here how the splitting approach can be
applied to successfully estimate probabilities in the area of
network modeling, even if no strong mathematical hypoth-
esis are assumed. We also illustrate how interesting gains
can be obtained with a low implementation effort, and we
give some insight on how the technique can be applied.
We do not exactly use the Restart algorithm, nor Splitting:
the variation we implemented is more general because we
accept that more than one level can be crossed in one tran-
sition and that hits can be produced from all levels. Al-

though this method was found to work very well, more
formal studies are still being carried on to obtain general
application rules.

3 An application example

Let us consider the problem of having a number of au-
dio sources sharing network resources among them and
with other traffic. Real time applications such as voice and
video are rather restrictive to the end to end delay and de-
lay variations (jitter) they may accept, while they can toler-
ate some packet losses. However, best effort service based
packet switched networks like the Internet, introduce ran-
dom delay variations in the information they transport. To
cope with this variability, the receiver may buffer incom-
ing packets and defer their delivery for a given amount of
time called theplay-out delay or play back point [3, 8]. If a
packet arrives later than its play-out delay, its information
is of no use anymore and the packet is discarded.

For interactive applications, the play-out delay can not
be arbitrarily long: a limit of 400 msec is often considered
acceptable for interactive voice [8, 10]. While some appli-
cations use a fixed duration play-out delay, recent propos-
als show adaptive mechanisms that cope with the dynamic
variations of network delay [2, 8].

For the experiments, we work with the model depicted
in figure 1. It represents a two-hop network transporting
the voice traffic. NodeA represents the access router in
some local area network, shared by the voice sources and
other traffic. Its link rate is 2.048 MB/sec (1.920 MB/sec
effective rate) and it has a buffer size of 128 KB. Node
B represents the backbone network with effective link rate
of 3.840 MB/sec and a buffer size of 512 KB. Both nodes
have a First Come First Served service policy.

Background
Traffic

Background
Traffic

Node BNode A

Figure 1:two-hop network model analyzed.

Packets generated by the voice sources traverse both
nodes before reaching their destination. Background cross-
traffic in each node enters the network and leaves it imme-
diately. Background traffic in nodeA is about 10% of the
link capacity while in nodeB it varies from 60% to 80%:
nodeB is thus the bottleneck node in the model.

We use a popular On-Off model to represent the audio
sources [9, 10].On andOff periods have mean durations
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respectively equal to 0.352 sec and 0.650 sec. During the
On period, fixed length packets are periodically generated
as if they were produced by a 32 KB/secadaptive differen-
tial pulse code modulation (ADPCM) codec; packet sizes
of 64, 128 and 256 bytes plus 40 bytes of RTP/UDP/IP
header overhead are considered in the simulations.

Concerning the exogenous traffic, packet sizes are de-
rived from a discrete distribution that intends to match the
mix of “small” and “big” packets observed in various In-
ternet measurements [1, 10, 11]. Packets of size 40, 512,
1500 and 9180 bytes are generated with probabilities 0.5,
0.25, 0.24 and 0.01 respectively. The arrival process is as-
sumed to be Poisson and the mean interarrival rate is varied
to provide different network loads.

4 The implemented accelerating
technique

In order to estimate probabilities for the model under study,
a fast simulation method was incorporated into an avail-
able discrete event driven simulator. Our main concerns
were the speed of the simulation, the coding effort and the
calibration of the method’s parameters.

As was stated in the introduction, to estimate with pre-
cision the packet loss probability, it is desirable that during
the simulation, these losses occur more frequently. In our
model, they can be produced due to packet discarding in
any of both queues or due to late arrival to the destination.

We present now the essence of the accelerating algo-
rithm: to begin with, thresholds for the chosen splitting
variable are fixed. The splitting of paths is going to be trig-
gered when traversing them. The simulation begins nor-
mally, as a standard Monte Carlo one. When the splitting
variable up-crosses one level, the discrete event simulator
acts in a non-standard way: it makes replications of its in-
ternal variables and continues the simulation of each copy
in parallel. Each one is simulated using the same code but
with independent sequences of random numbers1.

After having simulated every path, the results from all of
them are collected and adjusted to reflect the change in the
way the simulation was conducted. The variation in the
hitting probability and running time depends on the cor-
rect placement of the thresholds. An important decision is
then, how to structure the sets that will generate the splits,
since the obtained gain will depend on this election. In-
tuitively, this structure, which we will call partition, helps
to attract the state of the simulation to the region where
more hits (packet losses) are produced. In our case the
state space of the model was not infinite but huge, mak-

1As a software engineering detail, it is worth noting that the different
paths are not needed to be run at the same time; for instance our simulator
runs them sequentially instead, using recursion.

ing it ummanegeable. One of our goals was to obtain rea-
sonable gains without an elaborate detailed analysis of the
model, for obvious efficiency reasons. Therefore, we de-
cided to consider “simple” partitions, that is, partitions of
the state space generated by a set of non overlapping inter-
vals of a specific model’s variable. Some of the obvious
candidates for this were the occupancy level of each queue
and the measured delay of the successive voice packets.
Our election was the packet level at the second queue, be-
cause in the model this node is the bottleneck of the sys-
tem. This variable, as a function of time, usually varies
more smoothly than the delays and that’s why it was pre-
ferred. The losses are correlated with the level of the queue
because a higher level of the queue makes more probable
that a packet arrives late. On the other hand, a small level
does not imply that losses cannot occur since large delays
can be experimented in the first queue. If we had taken
the delay as the control variable, a similar problem would
have occurred: even if there are short delays, losses can
still happen (for example because the buffer size is small).
However in some instances of this problem the second op-
tion might make the gains higher.

Let us explain the method with more detail. Each of the
n sets in the partition will be namedAi or merely leveli.
Therefore, for our partition structure,Ai contains the states
of the model where the second queue level is between two
prefixed thresholds (the limits of the interval). A maximum
simulation timeT , when a single simulation will stop, is
defined. In order to estimate the variance (and thus, to
build the confidence interval) of the calculated loss proba-
bility, the period��� T � will be simulated many times. The
simulation begins normally with a first path starting from
a state belonging toA�. Eventually, when this path enters
the first subsetA�, the simulation state will be saved. Us-
ing this saved state, multiple paths are cloned and contin-
ued from that point in space and time. These new paths are
simulated independently until they finish. They will fin-
ish either when they go out from the starting level or when
the maximum simulation time is reached. More precisely:
Ni paths begin from leveli when a former path enters that
level from leveli � �; if one of these new paths hits level
i��, it generatesNi�� splitted paths; otherwise it finishes
when it goes out of the starting leveli towards level level
i � �. All the paths in the simulation share that common
behaviour. When a rare event is produced the multiplica-
tive inverse of the cumulated splits applying to that path
is added to the probability estimator (see below), and the
path continues without any change.

As the simulation could end prematurely —before the
scheduled timeT— the last path of each split2 is permitted
to continue after going out from its starting level, as is done
in Restart. Then the continuation of leveli path acts as if

2Or any one since they all have the same properties.
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it were a leveli � � path. That is, it may split again on
entering leveli or otherwise it will finish when going out
from leveli� �, unless it were again the last one of those
paths.

At this point, it’s natural to ask how many copies should
be done at each split and in which way the limits of the
intervals that form the partition should be picked out. It
was derived in [13] that (some of) these techniques are op-
timal when the probabilitypi of being in leveli � � con-
ditioned to the model being over leveli is close toe��. If
that is not possible for the model, then at least it is conve-
nient that the number of generated pathsNi at each split
of level i is close to one divided bypi. A consequence
of this rule is that the number of levels must be�

�

�
ln p, p

being the probability we are estimating, or as near as possi-
ble. When the order of magnitude of the probability to be
estimated is known, the number of levels can be selected
before the simulation. In our case, we did not know it and
a pre-simulation was required.

Taking into account the last result and the structure of
the partition already established, the number and place-
ment of the actual intervals were chosen in a straightfor-
ward way using pre-simulation (for another example of
pre-simulation used with Petri Nets models see [6]). We
used a divide and conquer algorithm and interpolated the
conditional probability of being one level higher for the
different values the control variable could take. The algo-
rithm found the optimal partitions of the queue levels for
each instance of the model. The number of splits was fixed
to 7, the required constant for the optimality.

After having determined all the parameters, the incorpo-
ration of the method to the existing discrete event simulator
had to be done. We needed to control the new paths, the in-
stants of creation and the terminations. Also, the behaviour
when hits were produced had to be modified to reflect the
change in the estimator. For the control of the new paths,
a component that has the capability of cloning the simula-
tor state at a given time was added. For path control the
only change that we did, was adding the splitting logic to
the main control loop of the simulator. That logic consists
only of detecting when new paths need to be started and
when existing paths had to be finished. In the first case,Ni

new states are cloned and the simulator is invoked recur-
sively. When the later occurs, statistics are updated and the
path is simply discarded.

The estimator used for the loss probability is the quotient
between the expected number of losses in a time unit and
the expected number of packets emitted in the same period:

�p �
��

�L
�

The numerator counts rare events and for that reason we
applied our accelerated simulation technique to estimate

it. Because hits can be produced from all the levels, we
estimate�� as the sum of��k, where��k denotes the esti-
mator for the number of hits produced from levelk. The
denominator posses no problems in its estimation and was
calculated with standard simulation as the total produced
packets over the total simulation time.

To calculate the hits from each level, we must adjust the
standard estimator with the number of splits made. More
hits than usual were produced, and then the correct adjust-
ment to make it unbiased consists in dividing it by the cu-
mulated number of splits made in levels belowk. The for-
mula is:

��k �
�

T

N�X

i���

� � �

NkX

ik��

Li��i������ik

N� � � � Nk

�

whereLi������ik is the number of packet losses that occurred
in path number (i�� � � � � ik) or 0 if that path did not exist in
the simulation.

The number of splitsNi might be made dependent on
the path that generated them and this permits us to choose it
during the simulation. This in turn, allowsNi to be picked
out in a random way in order to get closer to the mentioned
recommendation. Frequently this receives the name of ran-
domized splitting. We omit this dependency in the formula
for clarity reasons.

The continuations of the last paths make the indexing
more complicated because the path indices can be repeated
after them. Note that this does not introduce any problem
even if two paths with the same index co-exist in the same
simulation time.

In fact, in this model it is possible that a transition trans-
ports the system more than one level up. This is treated in
the same described way: the system detects that the new
level was entered and generates and simulates the cloned
paths. It can be verified that even with this generalisation,
the estimator remains unbiased.

5 Simulation experiments

We consider only the stochastic queuing delay experienced
in the network nodes. Other components of the overall de-
lay such as the propagation delay, coding, decoding and
packetizing of voice samples and switching delay, are not
included explicitly in our models; they are globally en-
compassed by limiting the play-out delay to values up to
300 msec.

We ran different scenarios varying the number of voice
sources, the packet size, the background load and the
play-out delay threshold, and collected statistics about the
packet loss, end to end delay and delay jitter. Below we
present some of our results.
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Figure 2 shows the packet loss observed under several
conditions: we varied the number of voice sources from 50
to 250 and the background load of nodeB from 60% to
80% of the link capacity. The payload size was 64 bytes
and the play-out delay 200 msec.
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Figure 2:loss probability vs. number of sources for differ-
ent intensities of background traffic and a constant preci-
sion of 2% in the relative error of the estimator.

Observe how the packet loss grows exponentially with
the number of sources for a given background load (the
vertical axis is logarithmic). As expected, we can see
how for a given loss target, the number of competing au-
dio sources is inversely proportional to the intensity of the
background traffic.

In figure 3, we plot again packet loss against number of
voice sources this time for different payload sizes: 64, 128
and 256 bytes. The play-out delay is fixed to 100 msec
and the background traffic accounts for 70% of nodeB’s
capacity.

We can note that for a given packet loss, the number
of competing sources can be increased by augmenting the
quantity of coded information stored in a single packet.
With a bigger packet size the header overhead is reduced,
thus increasing the network efficiency: at 64 bytes of pay-
load the header constitutes 38.5% of overhead, while it is
reduced to 13.5% when the payload is 256 bytes. How-
ever, a bigger packet size also means a bigger packetizing
delay, which in turn increases the overall end to end delay.
In defining an optimal packet size, these factors should be
weighted.

Figure 4 shows the gains that were obtained using the
method for a setting where 60% background load, packet
payload of 64 bytes and timeout delay of 200 msec were
used. For this chart, the gains were calculated dividing the
simulation time needed for a 2% precision using a standard
estimator by the accelerated one. At the left of the graph,
where the number of sources makes the loss probabilities
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Figure 3: loss probability vs. number of sources for dif-
ferent packet sizes and a constant precision of 2% in the
relative error of the estimator.

be in the order of����, we have high gains. As expected,
when the number of sources grows, the loss probability
begins to grow too (see the last series represented in figure
2). and the gain is not as good as before.
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Figure 4:observed gains due to this acceleration technique
for the setting with 60% background load, packet payload
size of 64 bytes and timeout delay of 200 msec. The range
of the loss probabilities for the points represented in this
figure goes from ���� to ����.

Recall that the type of acceleration technique considered
in this paper aims to obtain a gain in efficiency in the case
of rare events. When those interesting events are not rare,
the splitting techniques (and also the importance sampling
schemes) are not effective. However this is not a problem,
since the standard method is efficient enough to deal with
those situations. Nevertheless, we were able to observe
good gains even when not very low probabilities arose.
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6 Conclusions

The main objective of this paper is to show that some
techniques used to accelerate the simulation of a system
represented by specific stochastic processes (for instance,
Markov models), may also give good results when ap-
plied to a general discrete event simulator. These tech-
niques, namely the importance splitting methods, make
sense when the event of interest is rare. This leads to diffi-
culties when trying to analyze it using standard techniques
due to the often important execution times or sometimes to
the fact that the model is untractable.

We give some ideas about how this acceleration tech-
niques can be implemented. The method we used does
not need any particular mathematical assumption about the
model, hence it can be included into a general discrete
event simulator. We point out that there are two main dif-
ficulties in this task: the difficulties for calibrating such a
tool and an obvious software engineering aspect, because
of the characteristics of the splitting approach. The paper
shows that even using a simple calibration criteria, impor-
tant gains can be obtained, even if not so rare interesting
events turn out.

Moreover, the example used in the paper illustrates that
the method can be useful in important areas such as the
forthcoming new mechanisms currently being proposed by
the diffserv working group of the IETF, where quite low
delays and packet losses are expected.

The two areas of most interest for further research ef-
fort are, from our point of view, the software engineering
aspects, in order to obtain efficient simulators, and the cal-
ibration of the tools, that is, the problem of choosing ap-
propriate values for the parameters that control the perfor-
mance of this type of estimators. This last task appears to
be quite complex in a setting as general as the one consid-
ered here. It is probably excessively optimistic to expect to
reach optimal values in a very generic framework, but it is
of interest to look for reasonable criteria being able to help
the designer in concrete classes of problems.
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