Abstract—Efficient mobility management is one of the major challenges for next-generation mobile systems. Indeed, a mobile node (MN) within an access network may cause excessive signaling traffic and service disruption due to frequent handoffs. The two latter effects need to be minimized to support quality of service (QoS) requirements of emerging multimedia applications. In this perspective, we propose in this paper a new mobility management scheme designed to track host mobility efficiently so as to minimize both handoff latency and signaling cost. Building on and enhancing Mobile IP and taking advantage of MPLS traffic engineering capability, three mechanisms (FH-, FC- and MFC-Micro Mobile MPLS) are introduced. In order to assess the efficiency of our proposals, all protocols are compared. To achieve this, we develop analytical models to evaluate the signaling cost and link usage for both two-dimensional and one-dimensional mobility models. Additional mathematical models are also provided to derive handoff latency and packet loss rate. Numerical and simulation results show that the proposed mechanisms can significantly reduce the registration updates cost and provide low handoff latency and packet loss rate under various scenarios.

Index Terms—Mobile IP, MPLS, mobility models, micro-mobility, fast handoff, forwarding chain, residing area, performance analysis.

I. INTRODUCTION

FUTURE wireless networks are expected to provide IP-based coverage and efficient mobility support with end-to-end QoS guarantees. Two enabling factors are considered as crucial: (i) maintaining the network connectivity during node mobility and; (ii) provisioning the network resources required by the Mobile Node (MN) in all the visited subnetworks.

Mobility management protocols are key for service continuity in mobile networks. Mobile IP [1], the Internet Engineering Task Force (IETF) standard, can serve as the basic mobility management in IP-based wireless networks. According to Mobile IP, a MN can change its point of attachment without changing its IP address. To do so, a MN is assigned with a permanent home address in its home network, and will borrow a temporary care-of address (CoA) in each foreign network. The CoA is the foreign agent (FA) IP address of the currently visited foreign network. In this case, the home agent (HA), residing in the MN’s home network, will maintain the mapping between the home address and the CoA.

Specifically, packets sent to a MN are first intercepted by its HA, and then tunneled to the current serving FA using the MN’s CoA. The FA then decapsulates the packets and forwards them to the MN. In turn, packets transmitted by a MN are directly routed toward their destinations, without the need to pass through the sending MN’s HA. Clearly, such routing method may increase considerably the packet delivery cost, notably if the receiving MN node is far away from its HA. This issue is well-known as the triangular routing problem [2]. In addition, Mobile IP induces long handoff latency and large signaling load when handoffs occur frequently [2]. In this regard, many enhancements to Mobile IP for MNs with frequent handoffs have been proposed in the literature [3]–[15] to ensure service continuity.

The second major enabling factors identified as crucial for the evolution process of next-generation mobile networks is efficient network resources provisioning. This issue has been largely studied in both wired and wireless environments. For instance, MultiProtocol Label Switching (MPLS [16]) addresses today’s network backbone requirements effectively by providing a standardized solution that improves packet forwarding performance and designs high performance QoS guaranteed paths. MPLS strength lies in its ability to accommodate different application requirements and to engineer efficiently traffic tunnels, avoiding thus congestion and enabling an efficient use of the available bandwidth. As a matter of fact, there is an increasing trend towards the introduction of MPLS in wireless environments [17]–[22].

To meet the requirement of next generation mobile networks, we propose in this paper a new protocol called Micro Mobile MPLS which alleviates the limitations of Mobile IP and in the same time benefits from MPLS resource provisioning capability. We propose three mechanisms that enhance both mobility and QoS support capabilities for next-generation cellular networks. In the first one called FH-Micro Mobile MPLS, we consider the fast handoff (FH) mechanism, which anticipates the LSP procedure setup with an adjacent subnet that an MN is likely to visit. This mechanism is proposed to reduce service disruption by using the L2 functionalities. In the second one called FC-Micro Mobile MPLS, a simple forwarding chain (FC) concept with loop removal is introduced to track efficiently the host mobility within a domain. The forwarding chain can reduce registration updates cost (i.e., volume of signaling messages exchanged during handoff operations) and provide low handoff latency and QoS support thanks to MPLS capabilities. FC-Micro Mobile MPLS is appropriate for wireless environments with high mobility rate, where packets must be quickly redirected to their new locations. In the third mechanism called M(Master)FC-Micro Mobile MPLS, we define a new attribute, called residing area, for each MN to achieve further reduction of the signaling costs. This mechanism can be seen as an extension of the previous one in a two-dimensional mobility model. To gauge the effectiveness of our proposed mechanisms, we compare the registration updates cost, the link usage cost and the handoff performance metrics (i.e., handoff latency and packet loss rate) using both two-dimensional (2-D) and one-dimensional (1-D) mobility models. Simulation results show that our proposals can improve significantly the network performances when compared to existing schemes (FMIPv6 [10], MIP-RR [12], Mobile MPLS [17], H-MPLS [19]) under various scenarios.

The remainder of this paper is organized as follows. In sec-
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tion II, we discuss related works and position our own. Section III presents our proposed mobility mechanisms. Section IV describes the system model used to evaluate the performance of our proposals. In section V, we develop analytical models to derive the signaling cost function of registration updates, the link usage and the handoff performance for all underlying protocols using the 2-D and 1-D mobility models. Numerical and simulation results are given in section VI. Finally, section VII concludes this paper.

II. RELATED WORK

As explained before, the standard network layer solution, Mobile IP [1], has several shortcomings, such as: triangular routing, high handoff latency, high global signaling load and scalability issues. These issues are more pronounced in micro-mobility (intra-domain mobility) environment, where handoff operations are much more frequent than in the macro-mobility (inter-domain mobility) case. We note that the Mobile IP protocol is, in essence, designed to deal with macro-mobility management rather than micro-mobility management. To cope with Mobile IP limitations, several interesting solutions have been proposed in the literature [8]–[22]. In the following we discuss some of the most significant ones.

To avoid the triangular routing problem, [8] proposes the Mobile IP route optimization scheme, which binds directly the sending node to its destination, avoiding thus to pass through the receiving MN’s HA. To achieve this, each sending node needs to maintain a binding cache that contains the CoAs of all the potential receiving MNs, which may become challenging especially in dense networks.

To alleviate the high handoff latency, a typical issue in Mobile IP, a fast handoff scheme for Mobile IP is proposed in [9]–[10] using both link layer triggers and buffering mechanisms.

Specifically, authors in [9] propose to reduce the delay and the data loss during handoff in two ways: either by using the pre-registration or the post-registration handoff methods. In the former case, layer 3 (L3) handoff is initiated prior to layer 2 (L2) handoff occurrence thanks to L2 triggers. The L2 trigger is a signal from L2 to inform L3 of an imminent L2 handoff. Accordingly, the MN initiates the Mobile IP registration to its HA through the old FA before the L2 handoff occurrence. In the latter case (i.e., post-registration), the L3 handoff is initiated after the L2 handoff occurrence. Specifically, the L2 trigger is first used to setup a bi-directional tunnel between the old and the new FAs. Such a tunnel remains active until the MN completes the registration updates with its HA through the new FA. This however requires some modifications to Mobile IP. [9] proposes also a systematic way to choose between the two registration methods. The old FA attempts first the pre-registration method before the L2 handoff occurrence, and if it fails, it attempts the post-registration method.

A second alternative to introduce a fast handoff scheme for Mobile IP is proposed in [10]. This scheme, called FMIP, enables a MN to quickly discover that it has moved to a new subnet (by using a router discovery protocol or some link-specific event) and receive data as soon as its attachment is detected by the new access router. This approach can be seen as a post-registration handoff method. It has a significant effect on the performance of real-time and QoS sensitive applications. However, the use of a discovery protocol implies modifications to Mobile IP in order to support the discovery of neighboring FAs. As such, extra information exchanges between access routers are needed. In addition, the registration updates cost in FMIP can be excessive, especially for highly mobile nodes and those located far away from their HAs.

In order to tackle the inherent problem of Mobile IP regarding the high signaling cost, authors in [11] propose a distributed dynamic location management scheme. They assume that every Foreign Agent (FA) has the functionality of a FA and Gateway Foreign Agent (GFA). The key idea is to introduce a new level of hierarchy to the basic Mobile IP architecture and to adjust the regional network size based on the user’s current traffic load and mobility information. This scheme can be seen as an extension of the IETF regional registration protocol (MIP-RR [12]) in order to improve its flexibility and adaptability. However, the main difficulty when running these schemes [11] [12] is the computation of the optimal size of the regional network. Moreover, these schemes do not support QoS provisioning, a vital requirement for next generation mobile networks.

Another approach to reduce the signaling cost is the “pointer forwarding” technique used in [13] [14] and [15]. Accordingly, pointers are setup between the old and new subnets by the MN, reducing hence the local registration cost. However to achieve this, authors in [13] assume that there is a correlation between the communication cost and the geographic distances. As such, the coordinates of each FA along the formed forwarding chain need to be known by the MN.

To achieve the pointer forwarding, authors in [14] and [15] use a caching method and a cascaded tunneling scheme to connect the MN to its HA. However, the authors limited their studies to the simple one dimensional random walk model when analyzing their protocols. Indeed, the use of such schemes in a two-dimensional case will result in the establishment of non-optimal forwarding chains with loop problems leading thus to unacceptable end-to-end delay. In addition, the QoS support has not been addressed. To by-pass some of the above-mentioned problems, [15] introduced an additional mechanism to remove loops from the MN’s trajectory. However, this technique turns out to be high consuming in terms of memory and bandwidth. The scalability of this technique becomes questionable in dense mobile networks since the system needs to maintain a list of all visited subnets of all the MNs located in the domain.

So far, the discussed works have focused mainly on improving the Mobile IP performance by proposing new extensions. We believe that the role of an efficient mobility management protocol must not be limited to the basic operations regarding the MN’s connectivity maintenance during its travel. Instead, mobility management must also be able to provision efficiently the network resources. In this perspective, several works [17]–[22] propose the use of MPLS in IP-based wireless access networks to benefit from its QoS, traffic engineering and reliability (e.g., path protection and restoration mechanisms) capabilities.

Specifically, [17] proposes a scheme to integrate Mobile IP and MPLS protocols. This scheme, called Mobile MPLS, aims at improving the scalability of the Mobile IP data forwarding process by removing the need for IP-in-IP tunneling from the Home Agent to the Foreign Agent using Label Switched Paths (LSPs). However, such a scheme suffers from the non-applicability to micro-mobility, as the scope of Mobile IP is more tailored to global mobility (i.e., macro-mobility).

In [18], a signaling framework for intra-domain mobility using LSP redirection in a traffic engineered network has been proposed. An enhanced LER called the label edge mobility agent (LEMA) is introduced to support chained LSP-
redirect. The MPLS domain is augmented to support micro-mobility by adding the LEMA functionality to a subset of existing MPLS nodes. The scheme has been shown to be scalable and suitable for QoS support [18]. However, the algorithms for choosing the LEAs for a particular MN appear to be complex, which affects the reliability and the cost of the proposed scheme.

Authors in [19], [20], [21] and [22] attempt to improve the performance of Mobile MPLS [17] using different architectures. Commonly, a Foreign Domain Agent (FDA) is introduced into each MPLS domain to support intra-domain mobility. However, these works have not taken into account the fact that the signaling delay for registration updates could be very long, which may cause service disruption for real-time services and will result in increasing the registration updates cost, the loss of a large amount of in-flight packets and QoS degradation. Note that in-flight packets are the packets possibly lost during the handoff period. Indeed, with a high mobility rate, the system performance is critically affected by frequent registrations and LSPs setup procedure with the FDA, resulting in excessive signaling traffic and long service delay. Moreover, most of these works have assumed that all base stations are MPLS capable which may not be always desirable as this implies a significant increase in terms of cost and complexity.

In this paper, we propose a new micro-mobility management scheme for MPLS-based wireless access networks that combines the benefits of previous works on mobility management with MPLS capabilities. Our scheme integrates three mobility mechanisms. The first one, called FH, is a hybrid solution combining the pre-registration and post-registration methods with QoS provisioning and aims at achieving further handoff optimization (reduction of registration updates cost, handoff delay and packet loss rate) compared to [9] and [10]. The second mechanism, called FC, is a new implementation alternative of the pointer forwarding concept in an MPLS environment. It overcomes the limitations of [13] and [14] by avoiding the geographical constraints and loop issues, respectively. The FC protocol provides therefore a loop-aware mobility mechanism with QoS support for highly mobile users. It also resolves the scalability issue of [15] since only the MN needs to keep a cache of all its visited subnets (i.e., a cache containing the visited FAs’ IP addresses). As such, there is no need to communicate this information to each visited FA as in [15]. In addition, this mechanism reduces the resource reservation cost by allowing packets to be forwarded through existing LSPs. Finally, the third mechanism, called MFC, aims to optimize the forwarding chain length and thus the end-to-end delay when MNs move in a two-dimensional space. To the best of our knowledge, this is the first micro-mobility protocol that takes into account the specific mobility propriety of users in a two-dimensional space.

III. Micro Mobile MPLS

In this section, we describe our proposed Micro Mobile MPLS scheme. As mentioned earlier, our ultimate aim is to overcome the limitations of Mobile IP and in the same time benefit from the QoS support capability of MPLS networks. Micro Mobile MPLS is based on the integration of MIPv6 [12] and MPLS [16] protocols. A typical architecture for Micro Mobile MPLS networks is shown in Fig. 1. We assume that an MPLS access network exists between the Label Edge Router Gateway (LERG) and the Label Edge Router/Foreign Agent (LER/FA). The network architecture is based on a two-level hierarchy. At the higher level is the LERG that performs the role of an edge Label Switching Router (LSR) filtering between intra- and inter-domain signaling. At the second level is the LER/FA connected to several access points (APs) that offer link-layer connectivity. We distinguish here between link-layer functionalities of the air interface, which are handled by the AP, and IP-layer mobility (L3 handoff), which occurs when the MN moves between subnets served by different LER/FA. Note that an LER/FA is the first IP-capable network element seen by the MN.

In this paper, the handoff latency is defined as the time elapsed from the moment the handoff event is detected to the moment the first packet is received from the new subnet. There are two types of handoff in our scheme: Intra-LER and Inter-LER handoffs [23]. An Intra-LER handoff occurs when the MN moves between two APs managed by the same LER/FA. This kind of handoff is basically L2 (link-layer) handoff. On the other hand, an Inter-LER handoff occurs when a new AP and the old AP are under different LER/FA. This kind of handoff is typically L3 (network-layer) handoff. In this work, we focus on Inter-LER handoff since it has the most important effect on the handoff performance.

To reduce the packet loss during handoff, our scheme relies on the L2 trigger [9]. Indeed, the old LER/FA will be notified to buffer in-flight packets at each handoff occurrence. Specifically, once the received signal strength from the current AP falls below the threshold level, the MN sends a “Movement signaling” message to the current LER/FA, to notify an imminent L2 handoff occurrence. As soon as the current LER/FA receives this message, it initiates the buffering mechanism. In the following, we present the operation of our proposed mechanisms, namely, FH-, FC-, and MFC-Micro Mobile MPLS.

A. The Fast Handoff mechanism: FH-Micro Mobile MPLS

The main idea behind FH-Micro Mobile MPLS is to anticipate the L3 handoff using the L2 functionalities and to setup an LSP before the MN moves really into a new subnet to reduce service disruption. In this context, our proposed FH mechanism can be considered as a hybrid solution combining the pre-registration and post-registration methods. Indeed, FH relies on two main operations to accomplish the handoff process: (i) the pre-establishment of a new LSP between the LERG and the new subnet prior to the L2 handoff occurrence (i.e., pre-registration) subject to the desired QoS requirements. As such, the QoS continuity of the communication in progress is ensured ; and (ii) the initiation of the L3 handoff immediately after the L2 handoff completion through the new FA even before receiving the new Mobile IP advertisement message from the new subnet (i.e., post-registration).

In what follows, we describe the basic operations of our FH mechanism. We consider two types of LSP: active LSP...
The FH mechanism employs a link-layer movement detection scheme to predict the possible MN’s next location. In other words, as can be seen in Fig. 2a, once the MN enters an overlapped area of the boundary cells of two subnets, it receives a L2 beacon from the possible new AP (step 1). Immediately, the MN notifies the current LER/FA for possible handoff by sending a Handoff Initiate (HI) signaling message, which contains the MAC address of the new AP (step 2). Note that in practice, the MN is able to sense a set of candidate APs. In this case, it is assumed that the MN checks continuously the signal strength of these APs and then selects the one with the strongest beacon signal.

Each LER/FA has a Neighbor Mapping Table (NMT) that binds between the IP and MAC addresses of all neighboring APs. Hence, when the current LER/FA receives the HI signaling message, it looks into its NMT table to get the new AP’s IP address and then informs the LERG (respectively the new FA) in the case of downlink communications (respectively uplink communications) for the possible L3 handoff (step 3a). A passive LSP with the desired QoS requirements will be then established between the LERG and the new subnet (i.e., pre-registration) using either the RSVP-TE [24] or CR-LDP [25] protocols (step 4). At the same time as step 3a, the current LER/FA informs the MN of the new Regional Care-of-Address (RCoA: the IP address of the new possible LER/FA) by sending a Neighbor Advertisement signaling message (step 3b). This allows the MN to be able to start registration process with the LERG before receiving the new Mobile IP advertisement message (L3 beacon) from the new FA. Specifically, the MN’s registration to the LERG will be initiated immediately after the L2 handoff completion through the new FA (i.e., post-registration). Indeed, the L2 handoff is launched by the MN when the received signal strength from the current AP falls below the threshold level. In this case, the MN notifies the current LER/FA to initiate the buffering mechanism by sending a Movement signaling message (see Fig. 2b, step 1). Once the L2 handoff is accomplished (i.e., the MN is attached to the new AP), the L3 handoff is initiated by the MN since it is already aware of the new RCoA (step 2). The new FA forwards the Mobile IP registration request message to the LERG (step 3a) and notifies the old LER/FA for the handoff event (step 3b). As soon as the LERG receives the Mobile IP registration request, it activates the pre-established passive LSP and traffic will be delivered through the activated LSP (step 4a). On the other hand, once the old LER/FA is notified (step 3b), the in-flight packets are forwarded to the MN through the new FA along a static MPLS tunnel (step 4b). By using the fast handoff mechanism, we can improve the handoff performance of Micro Mobile MPLS and reduce service disruption.

B. The Forwarding Chain mechanism: FC-Micro Mobile MPLS

This approach is based on the forwarding chain concept (i.e., set of forwarding paths) and can be considered as a new alternative to implement the pointer forwarding technique in an MPLS environment. Indeed, each time that the MN moves to a new subnet, it registers with the old LER/FA instead of the LERG, as shown in Fig. 3. Consequently, the old LER/FA will send a label request message to the new LER/FA, which responds with a label mapping message back to the old FA. This way, the existing LSP (with QoS requirements) between the LERG and the old subnet will be extended to the new one (see Fig. 4). As a result, a forwarding chain of FAs will be constructed for each MN. To do so, each MN keeps a buffer storing IP addresses of the visited LER/FAs. Packets traveling towards this MN will be intercepted by the first FA in the chain (called master FA), taking advantage of the existing LSP between the LERG and the master LER/FA, and then forwarded along the chain of FAs to the MN. It is easy to see that such a scheme may cause unacceptable delays due to long chains. To avoid long forwarding chains, we set a threshold on its length denoted by $L_{th}$ (in terms of the number of movements). When the threshold is reached, the MN will register to the LERG and delete all the addresses in its buffer. That is, a new LSP between the LERG and the new subnet will be established and the new visited LER/FA becomes the new master FA. This scheme enables a significant reduction of both the registration updates and LSP setup signaling messages sent by the MN to the LERG. These LERG registrations are replaced by simple forwarding chain updates called here local registrations. As a result, the resource reservation cost will be reduced since packets can be forwarded through the existing LSPs benefiting from existing resource reservation on the old path. Moreover, this scheme is appropriate for MNs with high mobility rate, since data packets must be forwarded quickly to their new locations with incessant QoS support.

The basic operation of the FC-Micro Mobile MPLS scheme is depicted in Fig. 3, where the MN moves from subnet 1 to subnet 4. We assume that the threshold on the forwarding chain length is equal to three. When the MN moves to subnet 2, it checks first the presence of the new subnet’s IP address in its cache memory. Since it is the first time that the MN visits this

![Fig. 2. Operation of the FH-Micro Mobile MPLS scheme in the case of downlink communications](image-url)
In this mechanism, the MN registers to the LERG only when its distance, in terms of number of hops (instead of movements) from the master FA, reaches a threshold $L_{th}$. Henceforth, this kind of registration will be called local registration as opposed to the LERG registration. Specifically, the local registration is always done through only one hop in the FC case, whereas it is done through up to $L_{th}$ hops in the MFC case.

The third mechanism that we propose to handle efficiently local mobility is called Master Forwarding Chain (MFC)-Micro Mobile MPLS and can be seen as an extension of the FC-Micro Mobile MPLS in a two-dimensional space [26].

In this mechanism, the MN registers to the LERG only when its distance, in terms of number of hops (instead of movements) from the master FA, reaches a threshold $K$. To illustrate the difference between FC and MFC mechanisms, we consider the simple example presented in Fig. 6. Assume that the MN’s trajectory is $\{S_1, S_2, S_3, S_4, S_5, S_6\}$. Note that $S_1$ is the master FA. According to the FC scheme, the forwarding chain is $\{S_1, S_2, S_3, S_4, S_5, S_6\}$. Whereas, in the MFC case, the resulting forwarding chain is $\{S_1, S_5, S_6\}$, which is the shortest path between the master FA and the MN. It is easy to see that the MFC scheme reduces the forwarding chain size. In other words, considering the same threshold (i.e., $K = L_{th}$), the registration updates with the LERG are more frequent in the FC case. In addition, the end-to-end delay is reduced with the MFC scheme thanks to the relatively shorter forwarding chain.

The second main difference between the two mechanisms is related to the local registration. Considering the MFC scheme, each time that the MN moves to a new subnet, the new RCoA will be registered at the master FA instead of the old LER/FA, as long as the threshold is not reached. Henceforth, this kind of registration will be called local registration as opposed to the LERG registration. Specifically, the local registration is always done through only one hop in the FC case, whereas it can be done through up to $K - 1$ hops in the MFC case.

According to the MFC mechanism, as long as the MN remains in a "residing area" around the master FA, regardless of the taken trajectory, it carries out a local registration (see Fig. 6). Once it leaves this area, it performs a LERG registration and the new serving LER/FA becomes the new MN’s master.
In the example of Fig. 6, the threshold $K$ is set to 4. This figure shows the MN’s trajectory. The LERG registration will be performed by the MN at location $D$ since its distance to the master FA reaches the threshold $K$. Note that, unlike the MFC case, the LERG registration in the FC case depends mainly on the MN’s trajectory.

It is worth noting that distances between FAs can be computed using two methods. We can either setup these distances in advance or use the coordinates of FAs. In the former case, as the FAs are not mobile components, each one maintains a static table containing the distance that separates it from each of the remaining FAs of the same micro-mobility domain. In the latter case, each FA keeps only the information regarding the coordinates of the remaining FAs of the micro-mobility domain. Accordingly, it computes the distance (in terms of number of hops using the shortest path) to its destination. In our work, we have adopted the second method since it is more flexible. Notably, in case of FA failure, the identity of the failed FA needs to be notified to all the FAs only, whereas using the first method, all the distances should be calculated again according to the new topology and notified to each FA. Thus, using the first method may result in an increase of the total signaling cost.

The basic operations of the MFC mechanism are listed below. When the MN enters for the first time into an MFC-Micro Mobile MPLS domain, it performs the same operations as in FH and FC mechanisms. When the MN moves to a new subnet (L3 handoff), it proceeds as follows.

1) The MN sends a registration message to the new LER/FA. This message contains the IP address of the associated master FA.

2) The new LER/FA checks the existence of the master FA’s address. If it exists, the new FA computes the shortest distance to the master FA. According to this distance, it performs either a local registration or a LERG registration. Otherwise (if the address does not exist), it performs a LERG registration.

3) Finally, the MN receives a registration reply message either from the LERG or from the master FA, according to the registration type.

IV. SYSTEM MODEL

In this section, we study the MN’s mobility. Our aim is to determine the position of an MN with respect to its master FA in order to be able to predict the MN’s evolution. To do so, we develop Markovian models. The obtained results will be used, in a later stage, to derive the protocol performance metrics such as the registration updates cost and the link usage.

The wireless network is divided into subnetworks. Each subnet is covered by one LER/FA, called base station in cellular networks. Moreover, each LER/FA manages several access points (APs), which offer link-layer connectivity. The mobility model commonly used when planning the LER/FAs deployment is either the 2-D mobility model or the 1-D mobility model. The first (2-D) model fits those applications, where the MN can travel in various directions within the covered region, such as urban areas. The second model (1-D or linear mobility model) is more adapted for those applications where the MN’s mobility is limited to a pre-specified unidirectional trajectory. This model is commonly used in access applications along roads, tunnels and trains railways. In this work, we consider both mobility models.

A. One-dimensional mobility model

In this model, each LER/FA has two neighbors. As shown in Fig. 7(a), an MN which is in subnet $i$, can only move to two neighboring subnets $i + 1$ or $i - 1$ with equal probability $p (p = \frac{1}{2})$; otherwise the connectivity is lost. Note that, considering the linear model, the MN’s behavior is the same according to the MFC or FC schemes (when $K = L_{th}$). In other words, the decision to carry out a local or LERG registration remains the same in both cases. However, we point out that the local registration cost is not the same.

Let $X(t)$ be the distance (in terms of number of hops) between the MN’s location at time $t$ (current serving LER/FA) and the master LER/FA. The residence time of the MN in each subnet is assumed to be exponentially distributed with the mean $1/\mu$. $\{X(t), t \geq 0\}$ forms a Continuous-Time Markov Chain (CTMC) with state space $E1 = 0, 1, 2, ..., (\phi - 1)$ as depicted in Fig. 8, where $\phi$ is $L_{th}$ in the FC case and $K$ in the MFC case.

In the following section, we consider both mobility models and derive Markovian models. The obtained results will be used, in a later stage, to derive the protocol performance metrics such as the registration updates cost and the link usage.

The wireless network is divided into subnetworks. Each subnet is covered by one LER/FA, called base station in cellular networks. Moreover, each LER/FA manages several access points (APs), which offer link-layer connectivity. The mobility model commonly used when planning the LER/FAs deployment is either the 2-D mobility model or the 1-D mobility model. The first (2-D) model fits those applications, where the MN can travel in various directions within the covered region, such as urban areas. The second model (1-D or linear mobility model) is more adapted for those applications where the MN’s mobility is limited to a pre-specified unidirectional trajectory. This model is commonly used in access applications along roads, tunnels and trains railways. In this work, we consider both mobility models.

A. One-dimensional mobility model

In this model, each LER/FA has two neighbors. As shown in Fig. 7(a), an MN which is in subnet $i$, can only move to two neighboring subnets $i + 1$ or $i - 1$ with equal probability $p (p = \frac{1}{2})$; otherwise the connectivity is lost. Note that, considering the linear model, the MN’s behavior is the same according to the MFC or FC schemes (when $K = L_{th}$). In other words, the decision to carry out a local or LERG registration remains the same in both cases. However, we point out that the local registration cost is not the same.

Let $X(t)$ be the distance (in terms of number of hops) between the MN’s location at time $t$ (current serving LER/FA) and the master LER/FA. The residence time of the MN in each subnet is assumed to be exponentially distributed with the mean $1/\mu$. $\{X(t), t \geq 0\}$ forms a Continuous-Time Markov Chain (CTMC) with state space $E1 = 0, 1, 2, ..., (\phi - 1)$ as depicted in Fig. 8, where $\phi$ is $L_{th}$ in the FC case and $K$ in the MFC case.

In the following section, we consider both mobility models and derive Markovian models. The obtained results will be used, in a later stage, to derive the protocol performance metrics such as the registration updates cost and the link usage.
the balance equations can be derived as follows:

\[
\begin{align*}
2p \mu \Pi_0 &= p \mu \Pi_1 + p \mu \Pi_{\phi-1} \\
2p \mu \Pi_1 &= 2p \mu \Pi_0 + p \mu \Pi_2 \\
2p \mu \Pi_d &= p \mu \Pi_{d-1} + p \mu \Pi_{d+1} & \forall 2 \leq d \leq (\phi - 2) \\
2p \mu \Pi_{\phi-1} &= p \mu \Pi_{\phi-2} \\
\sum_{d=0}^{\phi-1} \Pi_d &= 1
\end{align*}
\]

Solving these equations, we obtain:

\[
\begin{align*}
\Pi_0 &= \frac{1}{\phi} \\
\Pi_d &= \frac{2(\phi - d)}{\phi^2} & \forall 1 \leq d \leq (\phi - 1)
\end{align*}
\]

B. Two-dimensional mobility model

In our study, we consider polygon-based 2-D model. Typically, each LER/FA covers an hexagon area. This model is broadly used in the literature. In this case, each subnet is surrounded by six neighbors (see Fig. 7(b)). The MN can move to one of the neighboring subnets with equal probability \( p = \frac{1}{6} \). For simplicity, we only present in this section the Markovian chain corresponding to the mobility behavior of an MN in the MFC-Mobile MPLS case. Hence, in the remainder of this section we only consider the MFC case.

Figure 7(b) represents the residing area of an MN for the case \( K = 3 \). The residing area contains the master FA subnet surrounded by 2 = \( K - 1 \) rings of subnets. Each subnet is referenced by the ring label and its position inside that ring, which determines the exact MN’s position with respect to the current master FA. For example, subnets belonging to ring 1 are referenced by \( S_{1}^{*} \), \( 1 \leq j \leq 6 \), those belonging to ring 2 are referenced by \( S_{2}^{*} \), \( 1 \leq j \leq 12 \), and so on and so forth. To generalize, let \( i \); \( i = 0, 1, \ldots, (K-1) \) designate the ith ring away from the master FA. The master FA subnet is denoted by \( S_{0}^{*} \). Subnets belonging to ring \( i \) are referenced by \( S_{i}^{*} \), \( 1 \leq j \leq 6i \). Note that the ring label represents the distance between the MN and the master FA.

Let \( X(t) \) be the MN's location within the residing area at time \( t \). The residence time of an MN in each subnet \( S_{i}^{*} \) is assumed to be exponentially distributed with the mean \( \frac{1}{\mu} \). \{ \( X(t), t \geq 0 \} \) is therefore a Markov process with continuous time and finite state space \( E_2 = \{ S_{i}^{*} \mid 0 \leq i \leq (K-1), 1 \leq j \leq 6i \} \). Recall that our main objective is to determine the MN’s position within the residing area in order to predict its evolution. According to its next location, the MN can perform either a local registration or a LERG registration. In the latter case, the master FA will be updated and its associated residing area will be created.

The resolution of the Markovian chain, as defined above, is time-consuming. Moreover, this chain suffers from the state space explosion problem, mainly when the threshold \( K \) takes high values. To avoid this issue, we extract a new chain \( Y(t) \) from \( X(t) \) by aggregating its states. In other words, all the states where the MN exhibits exactly the same behavior will be aggregated. Hence, the size of the state space \( E_2 \) will be drastically reduced. To achieve this, we profit from the symmetric property of the 2-D model. Let us revisit the example of Fig. 7(b). The six states of the first ring are symmetric. Wherever the MN’s location is in the first ring, it exhibits the same behavior (i.e. its evolution is the same). It moves to the master FA subnet with probability \( p \), remains in the same ring (i.e. at the same distance from the master FA) with probability \( 2p \), and goes to ring 2 with probability \( 3p \). In this case, all these states can be grouped into one aggregate state. In the second ring, we have to segregate between two cases. The first aggregated state contains the following subnets \( \{ S_{1}^{1}, S_{3}^{3}, S_{5}^{5}, S_{6}^{6}, S_{1}^{2}, S_{1}^{11} \} \), whereas the second case comprises \( \{ S_{2}^{2}, S_{3}^{2}, S_{4}^{2}, S_{6}^{2}, S_{1}^{2}, S_{12} \} \) subnets. Indeed, the MN exhibits different behavior according to each aggregated state. For instance, in the first case, the MN leaves the residing area with probability \( 3p \) instead of \( 2p \) in the second case. In what follows, we describe the algorithm to perform state aggregation.

1) As before, \( S_{1}^{i} \) denotes the MN’s position in the residing area. As presented in Fig. 7(b), the state \( S_{1}^{i} \) is chosen to be the one at the top of state \( S_{1}^{i-1} \). Afterwards, each ring \( i \) consists of \( 6i \) subnets labeled in a clockwise direction as \( S_{1}^{i}, \ldots, S_{6}^{i} \). Let \( S_{i}^{m} \) denote the new aggregated state, where \( i \) always designates the ring reference, and \( j^{*} \) the state label inside the ring.

2)

Start with \( i = 1 \);
until \( (i = K - 1) \)
Repeat{
set \( S_{i}^{m} = S_{i} \)
If \( (i \neq 1) \) \{
set \( L = \left\lfloor \frac{i - 1}{2} \right\rfloor \);
For \( m = 1 \) to \( m = L \)
set \( S_{i}^{m} = \bigcup_{0 \leq n \leq 5} S_{i}^{n} \times i + m + 1 + \bigcup_{1 \leq n \leq 6} S_{i}^{n} \times i - m + 1 \)
\}?
i = i + 1;
\}

Where \( \left\lfloor x \right\rfloor \) denotes the smallest integer greater than or equal to \( x \).

For instance, for \( K = 5 \), we obtain the following aggregated states.

\[
\begin{align*}
S_{0}^{*} &= S_{0} = \{ S_{0} \} \\
S_{1}^{*} &= S_{1} = \{ S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \} \\
S_{2}^{*} &= S_{2} = \{ S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \} \\
S_{3}^{*} &= S_{3} = \{ S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \} \\
S_{4}^{*} &= S_{4} = \{ S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \} \\
S_{5}^{*} &= S_{5} = \{ S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6} \}
\end{align*}
\]

Theorem:

Let \( F = \{ S_{0}, S_{1}, S_{2}, S_{3}^{*}, \ldots, S_{m}^{*}, \ldots, S_{L}^{*}, S_{i+1}, \ldots \} \)
\((i = 2, 3, \ldots, K - 1)\) designate the state space of the new chain \( Y(t) \) obtained by aggregation of the initial Markovian chain \( X(t) \). The resulting aggregated process \( Y(t) \) is also Markovian.

Proof:

For convenience, we denote by \( F_{i} \) each state of the set \( F \) and
by \( M = K + \sum_{i=2}^{K-1} \left\lfloor \frac{i-1}{2} \right\rfloor \) the set size. Let \( Q_{\text{init}} \) designate the generator matrix of the initial Markov chain \( X(t) \). We arrange the states of \( E2 \) according to the space \( F \) partitions (i.e., \( E2 = \{ S_0, S_1, S_2, S_3, S_4, S_5, S_6, S_7, S_8, S_9, S_{10}, S_{11}, \ldots \} \)). In this case, the infinitesimal matrix \( Q_{\text{init}} \) can be written as an \( N \times N \) symmetric matrix \((N = 1 + \sum_{i=1}^{6} 6i) \) and has the following form:

\[
Q_{\text{init}} = (B_{mn})_{1 \leq m, n \leq M}
\]

where \( B_{mn} \) is the block matrix corresponding to the transition probabilities between each element of the set \( F_m \) and the set \( F_n \). In addition, these blocks verify the constant-row sum property [27]. In other words, we have:

\[
\forall i, \sum_{j} (B_{mn})_{ij} \text{ is a constant, denoted by } c_{mn}(c_{mn} \geq 0).
\]

Thus, according to [27], the resulting aggregated process is Markovian. To illustrate this result, let revisit the example of Fig. 7(b) where \( K = 3 \). As explained before and according to the state aggregation algorithm, the state space \( E2 \) of the initial Markov chain \( X(t) \) can be arranged with respect to the partition \( F \). The generator matrix \( Q_{\text{init}} \) of the process \( X(t) \) can be written as in (3) (see the top of the page), where \( a = p_{ii} \) and \( b = -6p_{ii} \). It is easy to see that each block matrix justifies the constant-row sum property. The new generator matrix \( Q_{\text{agg}} \) of the aggregated Markov chain \( Y(t) \) is therefore given by (4) (see the top of the page). In Fig. 9, we represent the state transition diagram of this aggregated process (i.e., for \( K = 3 \)). Figure 10 represents the case where \( K = 5 \). For ease of use, the aggregate states were assigned numbers, as follows:

\[
S_0 \rightarrow 0, S_1 \rightarrow 1, S_2 \rightarrow 2, S_3^* \rightarrow 2^*, S_3 \rightarrow 3, S_4^* \rightarrow 3^*, S_4 \rightarrow 4, S_5^* \rightarrow 4^*, S_5 \rightarrow 5^*, S_6^* \rightarrow 5^*\]

\[
\begin{align*}
Q_{\text{init}} &= \begin{bmatrix}
  a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
\end{bmatrix} \\
Q_{\text{agg}} &= \begin{bmatrix}
  S_0 & S_1 & S_2 & S_3^* & S_3 & S_4^* & S_4 & S_5^* & S_5 & S_6^* \\
  a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & b & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
  b & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a & a \\
\end{bmatrix}
\end{align*}
\]

\[
\text{Fig. 9. State transition diagram of the aggregated Markov chain for } K = 3
\]

\[
\text{Fig. 10. State transition diagram of the aggregated Markov chain for } K = 5
\]

\[
\text{Steady state probabilities}
\]

Based on the state transition diagram of the aggregated Markov chain, we can obtain the steady state probability for state \( F_i, (i = 1, \ldots, M) \). Denote by \( \Pi_i \) and \( \Pi_i^{(m)} \) \( (i = 0, 1, \ldots, K - 1) \) and \( m = (1, \ldots, L) \) the stationary probability of the system for the aggregated state \( S_i \) and \( S_i^{(m)} \), respectively. The balance equations for the aggregated Markov chain are obtained recursively as follows:

\[
\begin{align*}
\Pi_0 &= p\Pi_1 + 3p\Pi_{K-1} + 2p \sum_{j=1}^{\frac{K-2}{2}} \Pi_{K-1}^{(j)} \\
\Pi_1 &= 6p\Pi_0 + 2p\Pi_1 + p\Pi_2 + 2p\Pi_3^{(1)} \\
\Pi_2 &= p\Pi_1 + p\Pi_3 + 2p\Pi_2^{(1)} + p\Pi_3^{(1)} \\
\Pi_{K-1} &= p\Pi_{K-2} + p\Pi_{K}^{(1)} \\
\forall 3 \leq i \leq K - 2 \Pi_i &= p\Pi_{i-1} + p\Pi_{i+1} + p\Pi_i^{(1)} + p\Pi_i^{(1)}
\end{align*}
\]
Given the balance equations (5-9) and the normalization equation (10), the steady state probabilities of the aggregated Markov chain can be derived. Note that obtained results will be used in the next section to derive the signaling cost function of registration updates, the link usage and the handoff performance.

V. Performance Evaluation & Analysis

In this section, we develop analytical models to derive the link usage cost, the handoff performance and the cost function of registration updates for both the 2-D and the linear mobility models. This analysis includes our three mobility mechanisms (FH, FC and MFC) and competing schemes (FMIP [10], MIP-RR [12], Mobile MPLS [17] and H-MPLS [19]). The following parameters are used in our analysis.

\[
\begin{aligned}
P_i^{(1)} &= 2pP_2 + 2pP_1 + pP_1^{(1)} \\
P_i^{(2)} &= 2pP_3 + 2pP_2 + 2pP_1^{(2)} + pP_1^{(1)} + 2pP_1^{(2)} \\
P_i^{(3)} &= 2pP_4 + 2pP_3 + 2pP_2^{(3)} + pP_3^{(1)} + 2pP_2^{(3)} \\
\end{aligned}
\]

\[\forall \ 5 \leq i \leq K - 1 \]

\[\begin{aligned}
\Pi_i^{(1)} &= 2pP_i + 2pP_{i-1} + \Pi_i^{(2)} + \Pi_{i+1}^{(1)} + \\
&\quad + \alpha \Pi_i^{(2)} + \alpha \Pi_{i+1}^{(1)} + \\
\end{aligned}\]

(6)

Where \( \alpha = \begin{cases} 
1 & \text{if } 5 \leq i \leq K - 2 \\
0 & \text{if } i = K - 1 
\end{cases} \)

\[\forall \ 6 \leq i \leq K - 1 \text{ and } 2 \leq j \leq \left\lceil \frac{i - 1}{2} \right\rceil - 1 \]

\[\Pi_i^{(j)} = p\Pi_i^{(j-1)} + \beta_1 p\Pi_i^{(j+1)} + p\Pi_{i-1}^{(j-1)} + p\Pi_{i-1}^{(j)} + \\
+ 2\beta_2 p\Pi_{i+1}^{(j+1)} + 2\beta_2 p\Pi_{i+1}^{(j)} + \\
\]n

(7)

Where \( \beta_1 = \begin{cases} 
1 & \text{if } i \text{ is odd} \\
2 & \text{if } i \text{ is even and } 2 \leq j \leq \left\lceil \frac{i - 1}{2} \right\rceil - 2 
\end{cases} \)

and \( \beta_2 = \begin{cases} 
1 & \text{if } 6 \leq i \leq K - 2 \\
0 & \text{if } i = K - 1 
\end{cases} \)

\[\forall \ 2 \leq n \leq \frac{K - 1}{2} \]

\[\Pi_{2n}^{(n)} = p\Pi_{2n}^{(n-1)} + p\Pi_{2n+1}^{(n-1)} + \gamma_1 p\Pi_{2n+1}^{(n)} + \\
\]n

(8)

Where \( \gamma_1 = \begin{cases} 
0 & \text{if } n = \frac{K - 1}{2} \\
1 & \text{otherwise} 
\end{cases} \)

\[\forall \ 2 \leq n \leq \frac{K - 2}{2} \]

\[\Pi_{2n+1}^{(n)} = p\Pi_{2n+1}^{(n-1)} + p\Pi_{2n+2}^{(n-1)} + p\Pi_{2n+2}^{(n-1)} + \\
+ 2p\Pi_{2n}^{(n)} + \gamma_2 p\Pi_{2n+2}^{(n)} + \gamma_2 p\Pi_{2n+2}^{(n+1)} + \\
\]n

(9)

Where \( \gamma_2 = \begin{cases} 
0 & \text{if } n = \frac{K - 2}{2} \\
1 & \text{otherwise} 
\end{cases} \)

\[
\sum_{i=0}^{K-1} \Pi_i + \sum_{i=2}^{K-1} \sum_{m=1}^{i-1} \Pi_i^{(m)} = 1
\]

(10)

\[t_s \]  average session connection time 
\[t_r \]  average FA resident time 
\[T_{ad} \] time interval for a FA to send agent advertisements 
\[N_h \]  average number of L3 handoff during a session (i.e., \( N_h = t_s/t_r \)) 
\[B_w \]  bandwidth of the wired link 
\[B_{wl} \]  bandwidth of the wireless link 
\[L_w \] latency of the wired link (propagation delay) 
\[L_{wl} \] latency of the wireless link (propagation delay) 
\[P_r \] routing or label table lookup and processing delay 
\[\lambda \] downlink packet transmission rate 
\[s_u \] average size of a signaling message for the registration update 
\[s_l \] average size of a label message for LSP setup 
\[h_{x-y} \] average number of hops between \( x \) and \( y \) in the wired network 
\[C_{fh} \] location update cost between an FA and the HA (hop \times message size) 
\[C_{fg} \] location update cost between an LER/FA and the LERG (hop \times message size) 
\[C_{ff} \] location update cost between two neighboring LER/FA (hop \times message size) 
\[l_{fh} \] traffic load related to LSP setup procedure between an FA and the HA (hop \times message size) 
\[l_{fg} \] traffic load related to LSP setup procedure between an LER/FA and the LERG (hop \times message size) 
\[l_{ff} \] traffic load related to LSP setup procedure between two neighboring LER/FA (hop \times message size) 
\[C_i \] and \( l_i \) parameters can be written as:

\[
\begin{align*}
C_{fh} &= 2s_u h_{FA-HA} \\
C_{fg} &= 2s_u h_{FA-LERG} \\
C_{ff} &= 2s_u h_{FA-FA} \\
l_{fh} &= 2s_l h_{FA-HA} \\
l_{fg} &= 2s_l h_{FA-LERG} \\
l_{ff} &= 2s_l h_{FA-FA}
\end{align*}
\]

A. Link Usage in the MPLS access network: Linear Model

In the linear mobility model, we consider a full binary tree with the LERG as a root, as shown in Fig. 11. The depth \( \ell \) of a full binary tree with \( N \) nodes is \( \lfloor \log_2 N \rfloor + 1 \). That is, a full binary tree of depth \( \ell \geq 1 \) has \( N = 2^{\ell + 1} - 1 \) nodes (including the LERG, LSRs and LER/FA) and the number of subnets or leaf nodes (i.e., LER/FA) is \( 2^{\ell + 1} - 1 \).

Let \( LU \) denote the link usage in the MPLS access network, which is the number of links used for packet delivery between the MN and the LERG. Recall that, in FMIP, MIP-RR, Mobile MPLS, H-MPLS and FH-Micro Mobile MPLS schemes, packets are delivered using the shortest path routing. Hence, packets exchanged between the LERG and any FA traverse \( \ell - 1 = \delta \) hops. However, in both FC- and MFC-Micro Mobile MPLS, packets have to traverse the connection binding the LERG to
the master FA and the forwarding chain binding the master FA to the MN. Recall that, in the linear mobility model, the MN moves similarly in both FC and MFC mechanisms. The mean value of \( LU \) for both FC- and MFC-Micro Mobile MPLS can thus be given by:

\[
LU((\text{FC/MFC})\text{-Micro Mobile MPLS}) = \delta + \left( \sum_{d=1}^{\phi-1} d \Pi_d \right)
\]

(12)

Where the first term \( \delta = \ell - 1 \) is the number of links from the LERG to the master LER/FA and the second term is the mean path length used to forward packets from the master LER/FA to the current serving LER/FA (i.e., average forwarding chain size). Recall that \( \phi \) is \( L_{th} \) in the case of the Forwarding Chain mechanism and \( K \) in the case of the Master Forwarding Chain mechanism. Note that the stationary probabilities \( \Pi_d \) are calculated in subsection IV-A.

B. Link Usage in the MPLS access network: 2-D Model

As before, we assume that the distance between the LERG and any FA is the same and equal to \( \delta \). The link usage in FMIP, MIP-RR, Mobile MPLS, H-MPLS and FH-Micro Mobile MPLS schemes, is thus equal to \( \delta \). In both FC and MFC cases, we have to take also into account the mean forwarding chain size. Based on the analysis of subsection IV-B, the mean forwarding chain size for the MFC case is given by:

\[
f(K) = 6p\Pi_0 + \sum_{i=1}^{K-2} \Pi_i (i + 2p) + \sum_{i=2}^{K-2} \sum_{m=1}^{[\frac{\phi-1}{2}]} i \Pi_{i}^{(m)} + 2p(2K - 3) \sum_{m=1}^{[\frac{\phi-1}{2}]} \Pi_{K-1}^{(m)} + p(3K - 4) \Pi_{K-1}
\]

(13)

Hence, the mean value of \( LU \) for MFC-Micro Mobile MPLS is given by:

\[
LU((\text{MFC-Micro Mobile MPLS}) = \delta + f(K)
\]

(14)

In the FC case, the movement of MNs in a 2-D area is not a Markovian process as the MN’s evolution depends on its mobility history. In other words, the MN’s next registration (i.e., LERG or local registration) depends not only on its current position, but also on its entire trajectory since it has left the master FA. This increases the complexity of analysis. Therefore, the link usage parameter of FC-Micro Mobile MPLS will be evaluated only through simulations.

C. Registration Updates Cost: Linear Model

Let \( C_u \) denote the signaling cost of registration updates when a L3 handoff occurs. It is the traffic load of signaling messages (hop \( \times \) message size) exchanged in the network when the MN moves to a new subnet. In FMIP, the MN only performs a home registration update with the HA. In Mobile MPLS, we have to take into consideration the additional cost associated to the LSP procedure setup with the new FA. In MIP-RR, only a LERG registration update with the root of the domain is required. Additional cost, associated to the LSP procedure setup with the new FA, is to be considered in H-MPLS. In FH-Micro Mobile MPLS, a LERG registration update and a handoff notification to the old LER/FA (in order to forward in-flight packets) are performed at every L3 handoff. Note that in this case, the LSP binding the LERG and the new LER/FA already exists and only needs activation. In both FC and MFC-Micro Mobile MPLS, a local registration followed by an LSP procedure setup between two neighboring FAs along the extended path is required as long as the forwarding chain length does not reach the threshold. Otherwise, a LERG registration and a new LSP between the root of the domain and the new subnet are performed. This happens in the linear model when the distance of the current serving LER/FA from the master FA is \( (\phi - 1) \), and the MN moves in the direction that increases this distance (which happens with probability \( p \)). Recall that in the FC case, the local registration is always realized with the old FA, whereas it is performed with the master FA in the MFC case. We summarize the expression of registration updates cost for all underlying protocols as follows:

\[
\begin{aligned}
C_u(\text{FMIP}) &= C_{fh} \\
C_u(\text{MIP-RR}) &= C_{ff} \\
C_u(\text{Mobile MPLS}) &= C_{fh} + l_{fh} \\
C_u(\text{H-MPLS}) &= C_{ff} + l_{ff}
\end{aligned}
\]

(15)

\[
\begin{aligned}
C_u(\text{FH-Micro Mobile MPLS}) &= C_{fh} + C'_{ff} \\
C_u(\text{FC-Micro Mobile MPLS}) &= 2p\Pi_0 C'_{ff} + \left( \sum_{d=1}^{K-2} p\Pi_d (C_{ff} + l_{ff}) \right) \\
&= p(1 + \Pi_0 - \Pi_{K-1}) C'_{ff} + p\Pi_{K-1} (C_{ff} + l_{ff})
\end{aligned}
\]

\[
\begin{aligned}
C_u(\text{MFC-Micro Mobile MPLS}) &= 2p\Pi_0 C'_{ff} + \left( \sum_{d=1}^{K-2} p\Pi_d ((d + 1)C_{ff} + l_{ff}) \right) \\
&= p(1 + \Pi_0 - \Pi_{K-1}) C'_{ff} + pC_{ff} \left( \sum_{d=1}^{K-2} d\Pi_d \right) \\
&= p\Pi_{K-1} (C_{ff} + l_{ff})
\end{aligned}
\]

(16)

Where \( C'_{ff} = C_{ff} + l_{ff} \).

D. Registration Updates Cost: 2-D Model

The expressions of registration updates cost for the FMIP, MIP-RR, Mobile MPLS, H-MPLS and FH-Micro Mobile MPLS schemes remains the same as in the linear model. In FC-Micro Mobile MPLS, the registration updates cost will be derived through simulations. In MFC-Micro Mobile MPLS, the MN reports its location to the LERG only when it crosses the residing area boundary (i.e., the distance between the MN and the master FA reaches the threshold \( K \)). Using the results of subsection IV-B, the expression of registration updates cost for MFC-Micro Mobile MPLS can be written as (17), shown at the top of the next page.

E. Average handoff time

For convenience, let \( t(s, h_{x-y}) \) denote the time that takes a message of size \( s \) to be forwarded from \( x \) to \( y \) via both the wired and wireless links. \( t(s, h_{x-y}) \) can be expressed as follows:

\[
t(s, h_{x-y}) = c + h_{x-y} \times \left( \frac{s}{B_w} + L_w \right) + (h_{x-y} + 1) \times P_t
\]
$$C_u \text{(MFC-Micro Mobile MPLS)}$$

$$= \Pi_0 6p C_{ff}^I + \sum_{i=1}^{K-2} \Pi i C_{ff}^I (p(i-1) + 2pi + 3p(i+1)) + \sum_{i=2}^{K-2} \sum_{m=1}^{[\frac{K-2}{m}]} \Pi_i^{(m)} C_{ff}^I (2p(i-1) + 2pi + 2p(i+1))$$

$$+ \sum_{m=1}^{[\frac{K-2}{m}]} 2p \Pi_i^{(m)} ((K-2)C_{ff}^I + (K-1)C_{ff}^I + (C_f + I_f)) + \Pi_{K-1} (p(K-2)C_{ff}^I + 2p(K-1)C_{ff}^I + 3p(C_f + I_f))$$

$$= 2(s_u + s_t) \Pi_0 + \sum_{i=1}^{K-2} 2(s_u + s_t)(i+2)p \Pi_i + \sum_{i=2}^{K-2} \sum_{m=1}^{[\frac{K-2}{m}]} 2i (s_u + s_t) \Pi_i^{(m)} + 4p (s_u + s_t) (2K - 3 + \delta) \left( \sum_{m=1}^{[\frac{K-2}{m}]} \Pi_i^{(m)} \right)$$

$$+ 2p \Pi_{K-1} (s_u + s_t) (3K - 4 + 3\delta)$$

(17)

Where, \( c = \begin{cases} \frac{r_{ap}}{x_{ul}} + L_{ul} & \text{if } x = \text{MN} \\ 0 & \text{otherwise} \end{cases} \)

The average handoff time \((T_h)\) can be expressed as the sum of two terms: disruption time \((T_d)\) and completion time \((T_c)\).

Disruption time \((T_d)\): It is the average time that spends an MN without connection to any LER/FA during the handoff process. In other words, it is the time between the moment that the MN disconnects from the old FA to the moment that it connects to the new one. It is easy to see that the disruption time becomes null when the overlapping area is large enough. The worst case value for this quantity is equal to the L3 beacon period \((T_{beac})\). \(T_d\) can be given by the following expression:

$$T_d = \begin{cases} 0 & \text{if } T_{overl} \geq T_{ad} \\ \frac{T_{overl}}{2} + \frac{2T_{overl}}{T_{ad}} - T_{overl} & \text{otherwise} \end{cases}$$

(18)

Where \(T_{overl}\) denotes the time spent by the MN in the overlapping area. Note that with FMIP and FH-Micro Mobile MPLS schemes, the disruption time \((T_d)\) corresponds to the physical disconnection from the old AP until the connection to the new one. As soon as the MN establishes a physical connection with the new AP, it starts receiving in-flight packets through the new FA.

Completion time \((T_c)\): It is the time to complete the registration update. We summarize the \(T_c\) value corresponding to each scheme as follows:

\[
\begin{align*}
T_c (\text{FMIP}) &= 2t(s_u, h_{MN-HA}) \\
T_c (\text{MIP-RR}) &= 2t(s_u, h_{MN-GFA}) \\
T_c (\text{Mobile MPLS}) &= 2t(s_u, h_{MN-HA}) + 2t(s_l, h_{FA-HA}) \\
T_c (\text{H-MPLS}) &= 2t(s_u, h_{MN-LE\text{R}}) + 2t(s_l, h_{FA-LE\text{R}}) \\
T_c (\text{FH-Micro Mobile MPLS}) &= 2t(s_u, h_{MN-LE\text{R}} + h_{FA-FA}) \\
T_c (\text{FC-Micro Mobile MPLS}) &= 2t(s_u, h_{MN-FA} + h_{FA-FA}) + 2t(s_l, h_{FA-FA}) + \\
&+ \frac{1}{f_c (L_{th})} \times \left[ t(s_u, h_{MN-LE\text{R}}) + t(s_l, h_{FA-LE\text{R}}) \right] \\
T_c (\text{MFC-Micro Mobile MPLS}) &= 2t(s_u, h_{MN-FA} + h_{FA-FA}) + 2t(s_l, h_{FA-FA}) + \\
&+ \frac{1}{g(K)} \times \left[ t(s_u, h_{MN-LE\text{R}}) + t(s_l, h_{FA-LE\text{R}}) \right].
\end{align*}
\]

(19)

Where, \(f_c (L_{th}) = o (L_{th})\) denotes the average number of L3 handoffs that takes place between two consecutive renewals of the forwarding chain ; and \(g(K) = o (K)\) denotes the average number of visited subnets (L3 handoffs) during a cycle (i.e., before that the master FA and its associated residing area are renewed).

F. Total packet loss during a session

The total packet loss \((Pkt_{loss})\) during a session is defined as the sum of lost packets per MN during all handoffs. In MIP-RR, Mobile MPLS and H-MPLS, all in-flight packets will be lost during the handoff time due to the lack of any buffering mechanism. In FMIP, FH, FC, and MFC, in-flight packets would be lost till the buffering mechanism is initiated. Note that this mechanism is initiated at the old FA level in our mobility mechanisms while it is initiated at the new FA level (or new access router) in the FMIP scheme. \(Pkt_{loss}\) for each scheme can be expressed as follows:

\[
\begin{align*}
Pkt_{loss}(\text{FMIP}) &= t(s_u, h_{MN-FA} + h_{FA-FA}) + \lambda \times N_h \\
Pkt_{loss}(\text{MIP-RR}) &= T_h (\text{MIP-RR}) \times \lambda \times N_h \\
Pkt_{loss}(\text{Mobile MPLS}) &= T_h (\text{Mobile MPLS}) \times \lambda \times N_h \;
pkt_{loss}(\text{H-MPLS}) &= T_h (\text{H-MPLS}) \times \lambda \times N_h \;
pkt_{loss}(\text{FH/FC/MFC)-Micro Mobile MPLS}) &= t(s_u, h_{MN-FA}) \times \lambda \times N_h.
\end{align*}
\]

(20)

G. Buffer size requirement

According to our mobility mechanisms, a buffer is required at the old LER/FA to store in-flight packets during each handoff operation. As stated before, the buffering mechanism is activated when the current LER/FA receives the Movement signaling message. This message notifies an imminent L2 handoff occurrence. On the other side, the buffering mechanism is disabled when the current LER/FA is notified by the MN through the new FA to forward in-flight packets. In both FH- and MFC-Micro Mobile MPLS, the signaling message used to notify the old FA corresponds to the handoff notification message. In FC-Micro Mobile MPLS, it corresponds to the forwarding chain update message. The buffer size requirement \((\text{Buf}_\text{size})\) for FMIP, FH-, FC- and MFC-Micro Mobile MPLS is listed as follows:

\[
\begin{align*}
\text{Buf}_\text{size}(\text{FMIP}) &= [T_d + t(s_u, h_{MN-FA})] \times \lambda \\
\text{Buf}_\text{size}(\text{FH/FC/MFC)-Micro Mobile MPLS}) &= [T_d + t(s_u, h_{MN-FA} + h_{FA-FA})] \times \lambda
\end{align*}
\]

(22)
VI. NUMERICAL & SIMULATION RESULTS

In this section, we compare all underlying protocols using both analytical and simulation approaches. The parameter settings in our experiments are listed in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_s )</td>
<td>1000 sec</td>
<td>( h_{HA-LERG} )</td>
<td>4</td>
</tr>
<tr>
<td>( t_f )</td>
<td>5 ~ 30 sec (default 20)</td>
<td>( P_f )</td>
<td>10^{-6} sec</td>
</tr>
<tr>
<td>( t_{id} )</td>
<td>1 sec</td>
<td>( B_{ul} )</td>
<td>100 Mbps</td>
</tr>
<tr>
<td>L2 Beacon</td>
<td>100 usec</td>
<td>( B_{ul} )</td>
<td>11 Mbps</td>
</tr>
<tr>
<td>( s_u )</td>
<td>48 bytes</td>
<td>( L_{ul} )</td>
<td>1 msec</td>
</tr>
<tr>
<td>( \delta )</td>
<td>2 ~ 16 (default 9)</td>
<td>( L_{ul} )</td>
<td>2 msec</td>
</tr>
<tr>
<td>( \Phi ) (( L_{th} ) or ( K ))</td>
<td>1 ~ 15 (default 4)</td>
<td>( \lambda )</td>
<td>64 Kbps</td>
</tr>
</tbody>
</table>

Table I: Parameter settings

Figure 12 represents the link usage cost of all underlying protocols for both the linear and the 2-D mobility models. We can see that FC- and MFC-Micro Mobile MPLS have the same cost in both mobility models when \( K = L_{th} \). This cost is higher compared to the remaining protocols. This slight difference is due to the additional cost introduced by the forwarding chain.

![Link usage cost](image)

Fig. 12. Link usage cost

![Registration updates cost](image)

Fig. 13. Registration updates cost at every L3 handoff

Figure 13(a) plots the different registration updates costs at every L3 handoff for the linear mobility model. The FH-Micro Mobile MPLS scheme exhibits a lower registration cost than FMIP, Mobile MPLS and H-MPLS protocols, since the required LSP between the LERG and the new LER/FA already exists. However, it has a higher registration cost than MIP-RR, due to the extra signaling messages sent to the old subnet to forward in-flight packets. FC- and MFC-Micro Mobile MPLS, on the other hand, provide the lowest registration cost since some expensive LERG registration updates are replaced by low-cost local registrations. Note that the LERG registration updates cost increases with the distance \( \delta \). In view of this, the

FC and MFC gain, compared to previous approaches, increases with this distance. It is worth noting that the MFC mechanism has a higher cost than FC. In fact, the local registration in the FC case is cheaper than that in the MFC case. Recall that in FC, the local registration is always realized with the previous FA (i.e., 1 hop), whereas it is performed with the master FA (i.e., up to \( K - 1 \) hops) in MFC.

This difference persists when using the 2-D mobility model as depicted in Fig. 13(b). Indeed, both FC and MFC schemes exhibit the smallest costs always. However, this figure shows that minimum registration cost is obtained by different strategies according to the value of \( \delta \). In this particular case (i.e., \( K = L_{th} = 4 \)), the FC scheme stands out as the best choice when \( \delta \leq 7 \), otherwise the MFC scheme provides the best cost. Recall that considering the same threshold (i.e., \( K = L_{th} \)), the expensive registration updates with the LERG are more frequent in the FC case. However, the local registration cost in the FC strategy is cheaper than the MFC one. In this regard, when \( \delta \) is large, the LERG registration cost is a dominant cost. Hence, the MFC mechanism stands out as the best choice. Otherwise, when \( \delta \) is relatively small, the FC mechanism becomes the best choice. Notice that for both mobility models, analytical results practically coincide with the simulation ones, which illustrates the accuracy of our study.

![Registration updates cost vs. hop distance](image)

Fig. 15. Optimal value of threshold \( K \) in MFC-Micro Mobile MPLS as a function of the hop distance \( \delta \)

Figure 14 depicts the cost of registration updates for FC- and MFC-Micro Mobile MPLS as a function of their respective thresholds and for both mobility models. We can observe that the cost of registration updates for MFC-Micro Mobile MPLS is a convex function of \( K \), where the minimum cost is obtained for \( K_{opt} \) (in these figures \( K_{opt} = 4 \)). In fact, the LERG registration frequency decreases with the increase of the threshold \( \phi = K \), since more and more expensive LERG registrations are replaced by local registrations. On the other hand, the local registration cost increases with the threshold, since the average distance between the MN and the master
FA increases. In view of this, the optimal cost is a trade-off between these two opposite requirements. Specifically, the registration updates cost of MFC-Micro Mobile MPLS can be written as follows:

\[
C_u (\text{MFC-Micro Mobile MPLS}) = f(K) \times (\text{registration cost between two neighboring FAs}) + \frac{1}{g(K)} \times (\text{LERG registration cost})
\]

\[
= f(K)C_{ff} + \frac{1}{g(K)}(C_{fg} + l_{fg})
\]

Where \(f(K) = o(K)\) denotes the average distance (in terms of number of hops) between the MN and the master FA and \(g(K) = o(K)\) denotes the average number of visited subnets during a cycle (i.e., inside the residing area). This formula exhibits clearly the convex behavior of the MFC registration updates cost. Finally, we notice that analytical results, for both 2-D and linear mobility models, practically coincide with the simulation results, which illustrates the accuracy of our study.

On the other side, in FC-Micro Mobile MPLS, the cost of registration updates decreases with the threshold \(\phi = L_{th}\). Indeed, the expensive LERG registrations become less frequent. They are replaced by low-cost (1 hop) local registrations. However, we note that the threshold value will be limited by delay constraint. Typically, delay sensitive applications, such as video or voice services, will require small values of \(L_{th}\) to ensure acceptable end-to-end delay. For instance, in Fig. 14(b), if the maximum acceptable value of \(L_{th}\) is less than 4, the MFC mechanism is the best choice; otherwise, the FC mechanism becomes the best. Note that, in the linear model, FC-Micro Mobile MPLS is always the best choice. Finally, it is worth noting that the variation of \(\phi\) (i.e., \(K\) or \(L_{th}\)) does not affect the performance of the other studied protocols (FMIP, MIP-RR, Mobile MPLS, H-MPLS, and FH-Micro Mobile MPLS). Consequently, the results presented in figures 12 and 13 for these schemes are \(\phi\)-independent.

Figure 15 shows the optimal threshold \(K_{opt}\) in MFC-Micro Mobile MPLS for different values of the hop distance \(\delta\). It is interesting to note that the optimal threshold \(K_{opt}\) increases with the distance \(\delta\). This result is expected since the LERG registration cost increases with this distance.

Figure 16 shows the effect of the call-to-mobility ratio (CMR) on the registration updates cost for different schemes under both mobility models and using the optimal value \(K_{opt} = 4\). CMR is defined as the ratio of the packet arrival rate \(\lambda\) to the mobility rate. In this figure, we observe that when the CMR is small (i.e., when the MN handoffs frequently), the FH-Micro Mobile MPLS scheme generates less signaling traffic than the FMIP, Mobile MPLS and H-MPLS schemes, which are more suitable for mobile users with high CMR. We notice also that both FC- and MFC-Micro Mobile MPLS can significantly reduce the registration updates cost mainly when the CMR value is low. Our results demonstrate that these schemes can reduce the MIP-RR signaling cost by 72% and 57% when the CMR is small for the linear and 2-D mobility models, respectively. Note that, this considerable gain is obtained with respect to the MIP-RR scheme, which exhibits the best cost among the existing protocols. According to these results, FC and MFC mechanisms are the best strategies for MNs with high mobility rate.

The average handoff time values for different schemes are listed in Table II. Each value was obtained by averaging 100 consecutive simulations. The simulated access network consists of a full binary tree of depth \(l = 10\) and \(K = L_{th} = 4\). Every leaf node (LERG/FA) is connected to one AP. During simulations, the MN moves periodically between neighboring APs and receives downlink packets. The simulations are run using the Network Simulator NS-2 [28]. As can be seen, FH-Micro Mobile MPLS improves the handoff performance when compared with FMIP, Mobile MPLS and H-MPLS since the registrations are performed within a local domain and the required active LSP between the root and the new subnet already exists. Furthermore, FC-Micro Mobile MPLS provides the lowest average handoff time, since in this case the registrations are often carried out with the previous FA instead of the LERG, which enables shorter delay to complete the registration updates. The handoff delay increases slightly with MFC compared to FC, since the MN performs registrations with the master LERG/FA instead of the previous FA.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>AVERAGE HANDOFF TIME IN MSEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMIP</td>
<td>30.198</td>
</tr>
<tr>
<td>Mobile MPLS</td>
<td>36.256</td>
</tr>
<tr>
<td>MIP-RR</td>
<td>22.159</td>
</tr>
<tr>
<td>H-MPLS</td>
<td>40.199</td>
</tr>
<tr>
<td>FH-Micro Mobile MPLS</td>
<td>24.171</td>
</tr>
<tr>
<td>FC-Micro Mobile MPLS</td>
<td>18.136</td>
</tr>
<tr>
<td>MFC-Micro Mobile MPLS</td>
<td>20.145</td>
</tr>
</tbody>
</table>

Figure 17 shows the amount of packet losses during the whole connection session for different schemes assuming the same scenario. We can observe that the total packet losses for all approaches increases when the MN handoffs frequently (i.e., when the FA resident time is short). Notice that Mobile MPLS has the largest amount of packet losses. In contrast, FH-, FC- and MFC-Micro Mobile MPLS, provide the smallest amount of packet losses thanks to the buffering mechanism. In this case, the maximum buffer size requirement for each MN is about 4.016 KB. This means that a memory of size 128 MB can handle over than 30 thousands of MNs.
VII. CONCLUSION

This paper described a new mobility management scheme, called Mobile IPv6 Multi-Tunneling (MIP-MT), that supports both mobility management and QoS resource provisioning in IPv6/MPLS-based wireless access networks. The proposed mechanisms integrate four mobility management mechanisms: FH-, FC-, and MFC-Mobile MIP, and MIP with a mobile LSP. With FH, we anticipate the LSP establishment before the MN moves into a new subnet to reduce service disruption by using the L2 functionalities. With FC and MFC, we track the MN’s movement using the concepts of forwarding chains and residing area, respectively. These concepts limit the range of handoff signaling messages and LSP setup signaling messages to a local area. Doing so, we avoid the relatively long distance negotiations with the root of the domain. We demonstrated how our mechanisms reduce the cost of registration updates and provide low handoff latency and small packet loss rate. In particular, we showed that the proposed mechanisms provide short handoff delay, with a slight advantage for the FC protocol. Also we found the FC mechanism to yield the smallest registration updates cost always when considering linear mobile movements. In the two-dimensional mobility case, we found that the MFC protocol stands out as the best choice for delay sensitive applications; otherwise the FC mechanism provides the lowest cost. Using both analytical and simulation approaches, we compared our proposed mechanisms with existing solutions (FMIP, MIP-RR, Mobile MIP, and M-H). We analytically derived the registration updates cost, the link usage and the handoff performance for all protocols and we found that our proposed mechanisms achieve a substantial signaling cost reduction and improve the handoff performance at the price of a slight increase in link usage cost.
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