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Abstract

Most previous research done in probabilistic schedulability analysis assumes a known distribution of execution times for each task of a real-time application. This is however not trivial to determine it with a high level of confidence. Methods based on measurements are often biased since not in general exhaustive on all the possible execution paths, whereas methods based on static analysis are mostly Worst-Case Execution Time – WCET – oriented. Using static analysis, this work proposes a method to obtain probabilistic distributions of execution times. It assumes that the given real time application is divided into multiple tasks, whose source code is known. Ignoring in this paper hardware considerations and based only on the source code of the tasks, the proposed technique allows designers to associate to any execution path an execution time and a probability to go through this path. A source code example is presented to illustrate the method.
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1. Introduction

Real-time systems are widely used in many industrial sectors. They address not only safety-critical applications like nuclear power control or flight management systems, but also multimedia applications like video on demand, video conference, virtual reality and so forth. The first kind of applications, for which all the timing constraints are to be met, is known as hard real-time system. For the second kind of applications, known as soft real-time systems, a temporal fault would just result in a mere decrease of the quality of service (QoS).

Facing the concurrent access to few resources like processors, real-time applications are usually divided into multiple tasks and require during their development stage, a schedulability analysis \([5, 14]\). This analysis consists in computing – on-line or off-line – the ordering of tasks to be executed on the processor(s) such that all the timing constraints, or a reasonable part of them, are met during runtime. In a hard real-time context, the knowledge of the WCETs of each task is a key point to produce a correct task ordering, and many results on WCET determination have been produced \([18]\). To match the growing complexity of processor architecture, the WCET estimation methods are getting more and more complex as they take into account instruction and data caches \([17, 15]\), pipelines \([11]\) and branch prediction \([7]\). While these methods are necessary for hard real-time systems, they are less justified for soft real-time systems, where methods based on probabilistic schedulability analysis are more and more studied. In this latter context, many contributions for probabilistic schedulability analysis \([13, 9, 16, 4]\) assume that the execution times of the tasks are probability distributions.

Using statistical methods, the authors of \([12]\) have proposed an estimation of execution times. However, such techniques can not provide a reliable probabilistic execution time, since they cannot be in general exhaustive in terms of execution paths. To our knowledge, there are no other significant studies only examining the distribution of execution times. Most of the work done is indeed either on WCET or on mean execution time estimation. Leaving apart the deterministic estimation of WCET \([18]\), a recent work \([3]\) from Bernat et al. has proposed an estimation of WCET, using probabilistic schemes, and can even be useful for the hard real-time systems where a probability closer enough to 1.0 could be suitable for particular applications. In their theory, the different execution paths are still deterministically evaluated, only the low-level WCETs are given in probabilistic terms. Based on random samples of measured execution times, Edgar et al. have also proposed an approach \([10]\) to statistically estimate the WCET with a confidence level. Using these WCET estimates, they have besides dis-
discussed on the schedulability analysis of tasks. In their work, WCET estimations come from computation time distribution based on measurements. On the contrary in our work, probabilistic considerations are only applied to the source code and its different execution paths. Note that the theory on average case complexity [2] can also give an answer in estimating average execution times of many algorithms, but once again, it does not deal with execution time distributions.

This paper presents a framework to compute for any possible execution path of the source code, on the one hand the probability to go through this path during runtime and on the other hand, the corresponding execution time. The approach is based on source code analysis. Compared to statistical methods, this static analysis provides a high level of confidence in the proposed method since all the execution paths are considered.

This paper is organized as follows. First, notations and definitions are presented. Secondly, considering straight-line code and then code with loop structures, we present the paper contributions. After a section with an illustrative source code example, we deal with some implementation considerations. Conclusions and perspectives are finally given.

2. Definitions and notations

Real-time applications often communicate with an environment which may use some multimedia or physical data, depending on the application field. These data considered as external data for the real-time system may have a probabilistic representation. In this work, we suppose that each external variable of a task goes along with a probabilistic representation of its values. No assumption is drawn on the availability of the variable in terms of time. These external variables are assumed to be random variables and are denoted $E_i$ with $i$ naturals $(i \in 1, 2, ..., p)$. In the source code of the task, some local or global internal variables may depend on the above mentioned random variables. These local or global variables are then also random variables, and let $I_i$ with $i$ naturals $(i \in 1, 2, ..., q)$ denote these internal variables.

Any random variable (external or internal one) goes along with a probability mass function (pmf), denoted in the following by $f$. For example, $f_{E_i}(x)$ is the probability that the random variable $E_i$ take the value $x$. This probability is also noted $P(E_i = x)$ ($P(E_i = x) = f_{E_i}(x)$). The same notations apply to $I_i$ variables. The cumulative function of any random variable $E_i$ is by definition:

$$F(x) = P(E_i \leq x) = \sum_{j \in \text{Dom}(E_i)} P(E_i = j).$$

where $\text{Dom}(E)$ denotes the domain of $E$. We also assume that the domain of $E_i$ or $I_i$ are described only with discrete values. The pmf of external variables $E_i$ are supposed to be known whereas those of internal variables $I_i$ are not. They can however be determined if necessary and further details will be given in the next section.

The determination of the task execution time distribution turns out to be a quite complex issue, and one hypothesis we draw to propose a first solution is the independence of external variables $E_i$. The proposed method applies to a single task and uses a static analysis of its source code. Furthermore, any source code can be considered as an assembly of conditional, sequence and loop constructs. The following grammar, written in BNF notation – Backus Naur Form –, is the grammar used in this article to describe any source code:

$$S ::= BB; | \text{if} (\text{Cond}) \text{then} S \text{else} S \text{endif}; | \text{while} (\text{Cond}) \text{loop} S \text{endloop}; | S\{S\}$$

where $BB$, $\text{Cond}$, $S$ and $\{S\}$ represent respectively a basic block (branch-free sequence of instructions), a condition (boolean expression), a construct, and a sequence of constructs of any type. In the following, a logical condition may also be represented by this kind of notations: $C_i$, $C_{if}$, $C_{else}$.

The proposed method does not take into account hardware considerations yet; the execution time of any instruction is intentionally assumed to be constant and context-independent. Furthermore, we assume no optimization mechanism in the compilation process.

3. Probabilistic execution times

Given the source code of a task and for any execution path, our objective is to compute on the one hand the probability to go through this path and on the other hand, its associated execution time. Our approach is a tree-based method – introduced initially by [19]. We propose to associate to any execution path an execution time and a set of conditions to satisfy to go through the considered path. This association is obtained by applying recursively some formulae to the tree representation of the source code.

The conditions we deal with may be either deterministic or probabilistic. We subsequently assume that any condition can be viewed as a probabilistic condition, associated with a probability that can be equal to 0.0, 1.0 or any value included within 0.0 and 1.0.

\[ \text{This grammar is intentionally simplified.} \]
Two main steps have been identified in our method: a first step in which a tree-based technique provides for each possible execution path, its corresponding execution time and its corresponding logical conditions to satisfy to go through this path during runtime, and a second step in which conditions are probabilistically evaluated.

Tree-based method

Our tree-based method associates to any node of the tree-based representation of the source code an execution time and a logical condition. This association is reported in table 1 (column 2 and 3) through some recursive formulae, making possible to evaluate any node from its child nodes. In table 1:

<table>
<thead>
<tr>
<th>Construct (S)</th>
<th>Possible Execution Times for S, Notation: T(S)</th>
<th>Possible Conditions to run S, Notation: C(S)</th>
<th>Resulting sequence of basic blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB (basic block)</td>
<td>$T(BB)$</td>
<td>$C(BB) = True$</td>
<td>$r(BB) = BB$</td>
</tr>
<tr>
<td>$S_1; ... S_n$</td>
<td>$\sum_{i=1}^{n} T(S_i)$</td>
<td>$\bigcap_{i=1}^{n} C(S_i)$</td>
<td>$r(S_1; ...; S_n) = r(S_1); ...; r(S_n)$</td>
</tr>
<tr>
<td>if ($C_{ij}$) then $S_i$; else $S_j$; end if;</td>
<td>$T(C_{ij}) + T(S_i)$</td>
<td>$C(S_i) \cap C_{ij}$</td>
<td>$r(S) = r(S_i)$; $r(S) = r(S_j)$;</td>
</tr>
</tbody>
</table>

Table 1. Execution Times and Conditions

Regarding loop structures, execution time evaluation requires to determine the number of loop iterations. To gradually introduce our method, we first focus on straight-line code, and then take into account loop structures in the source code of a task.

3.1. Straight-line code

Two main steps have been identified in our method: a first step in which a tree-based technique provides for each possible execution path, its corresponding execution time and its corresponding logical conditions to satisfy to go through this path during runtime, and a second step in which conditions are probabilistically evaluated.

Probing evaluation of conditions

Assuming that above recursive formulae are completed, let $Ch_i$ be an execution path and let $\bigcap_{i=1}^{n} C(S_i)$ be the set of conditions to satisfy to go through $Ch_i$. The probabilistic evaluation of the execution time consists then in evaluating:

$$P \left( \bigcap_{i=1}^{n} C(S(i)) \right)$$

Besides, any condition can be written as an expression of the following form $[C(S(i))] \equiv [f_i(E_1, E_2, ..., E_p, I_1, I_2, ..., I_q)] \propto 0$ where $\propto \{<, >, =, \leq, \geq\}$, where $E_j$ are the external variables of the source code, and where $I_j$ are the internal variables of the source code. As the sets are supposed discrete, we have:

$$\sum_{D} P(E_1 = e_1, ..., E_p = i_p, I_1 = v_1, ..., I_q = v_q)$$

where $D$ represents all the $(p + q)$ tuples $e_1, e_2, ..., e_p, i_1, i_2, ..., i_q$ belonging to the domain $Dom(E_1) \times ... \times Dom(E_p) \times Dom(I_1) \times ... \times Dom(I_q)$ such that $\bigcap_{i=1}^{n} f_i(E_1, E_2, ..., E_p, I_1, I_2, ..., I_q) \propto 0$ and where the notation $Dom(X)$ represents the domain of random variable $X$.2

$\bigcap$ is used here as the logical AND.
Though complex, the summation can be automatized by using a full exploration of $D$, and verifying for each element of $D$ whether the latter expression is true. If so, the corresponding probability is used in the summation. What is more annoying is that we cannot write a mere product of individual probabilities because of the possible interdependence of $I_i$ variables. Our method proposes then to replace every internal variable $I_i$ with a quantity which only depends on the external variables $E_i$, assumed to be independent. For this purpose, we use the last column of table 1, where $r(S)$ $(S)$ is a construct of any type) represents the resulting flat representation of constructs. If $S$ is a basic block $BB$ for example, we trivially have: $r(S) = BB$. In a conditional construct however, two different flat representations may be obtained: one for the $if$ branch $(r(S_i))$, the other for the $else$ branch $(r(S_e))$. Through a recursive application of the table formulae, this column provides then the resulting sequence of basic blocks of any execution path.

In this basic block sequence, specific to $Ch_i$, let us point out two facts:

- for any assignment concerning an internal variable $I_i$, it may report the knowledge of $I_i$ to the knowledge (1) of another internal variable $I_{i'}$, (2) of a combination of external variables $E_i$ only, or (3) of a combination of internal and external variables,

- in the case $I_i$ does not depend on external variables, the value of $I_i$ can be computed for the considered execution path, using a partial execution of the basic block sequence.

To determine the relation giving $I_i$ from the external variables, we propose algorithm 1. For a given execution path, this algorithm consists in going through the induced basic block sequence (in reverse execution order), and in keeping up to date the history of the assignments involving the internal variables. The algorithm operates as follows: for any execution path, say $Ch_i$, we assume that the associated logical conditions and their internal variables $I_i$ are identified. These variables are gathered in a set $I$. The related basic block sequence is examined in the reverse order (lines 1, 2, 10 and 11). For each basic block we point to, we check whether this basic block contains an assignment involving an element of $I$ (line 3). If so, we memorize the label of this element and the right member expression of the assignment in a variable called $Lvect$ (line 4). We then withdraw this element from $I$ (line 5). If some new internal variables appear in this expression, we add them into $I$ (lines 6 and 7). The storage (in $Lvect$) of labels and the right member expression of assignments, in others words, the “history” of initial $I_i$ variables, then provides the expression of $I_i$ function of external variables $E_i$.

The probabilistic evaluation of the conditions associated with $Ch_i$ is then very close. As we now know the expression giving all the internal variables $I_i$ according to the external variables $E_i$, we can rewrite the expression of $f_i$ introduced in terms of the variables $E_k$ solely. Let $g_i$ be this modified function such that $[C(S(i))] = g_i(E_1, E_2, ..., E_p) \propto 0$. We finally write:

$$P \left( \bigcap_{i=1}^{n} C(S(i)) \right) = \sum_{D} P(E_1 = e_1, ..., E_p = e_p)$$

where $D$ represents all the $p$ tuples $e_1, e_2, ..., e_p$ belonging to the domain $Dom(E_1) \times ... \times Dom(E_p)$ such that $\bigcap_{i=1}^{n} g_i(E_1, E_2, ..., E_p) \propto 0$. As we assume that external variables are mutually independent, we write:

$$P \left( \bigcap_{i=1}^{n} C(S(i)) \right) = \sum_{D} \prod_{j=1}^{p} P(E_j = e_j)$$

where all the $E_j$ $pmf$ are known. The probability that $Ch_i$ will be executed during execution phase is then determined. Moreover the execution times have been determined using...
the formulae of table 1. Hence, we have the probabilistic execution time of $C_{hi}$. For all the feasible paths, we finally get the probabilistic execution times of the source code.

3.2. Code with loop structures

In this subsection, we deal with source code that may contain loop structures. The main refinement of the previous section consists in taking into account code included in loop structures and executed several times.

In a loop structure, we can always take under consideration a loop index $k$ that describes the iteration number. This number may be on the one hand deterministic ($k$ boundaries can be deterministic evaluated as well as its step\(^3\)), or on the other hand probabilistic (one of both boundaries of $k$ may be random variables, and its step may be also probabilistic). As it is difficult to be exhaustive in the range of loop index $k$, we have chosen to restrict our work to a common loop condition case: $(I_i \leq k \leq I_j)$, with $I_i$, $I_j$ two internal random variables and with a constant and unit step for the $k$ range. Cases $(k \leq I_j)$ and $(k \geq I_i)$ are of course particular cases of this latter case.

The successive executions of the loop body imply that all the conditions within loops are evaluated several times. In table 2, we report the recursive formulae to be applied to the source code containing loop structures. In column 2 for example, not only conditions to run the structures of the loop body, but also a condition on the number of times the loop body is executed, are used.

Related to the number of loop iterations, the condition to be evaluated is of type $N_{It} = p$. Due to the particular choice of loop condition, it can be written as the evaluation of $(I_j \geq p) \cap (I_i \leq p)$. Then, we can write that $[N_{It} = p] \equiv [(f_1(I_j) \geq 0) \cap (f_2(I_i) \geq 0)]$, where $f_1$ is the function $x \mapsto x - p$ and $f_2$ is the function $x \mapsto -x + p$. To determine $I_i$ and $I_j$, function of external variables only, we apply algorithm 1. The same method as in the straight-line code context is then applied to get the probabilistic execution times of the source code.

4. A Source Code Example

In this section, a task source code example is scrutinized using the method presented above. Our example deals with the control of a physical experiment. This experiment requires a minimum of power generated by electromagnetic (or acoustic) waves. At each periodical execution of the task, a treatment is conducted to confirm that the physical experiment is still under nominal functioning. This kind of experiment may be used for example to keep a confined area under specific conditions, to test a mobile phone emission/reception or to test a high performance microphone. Let $E_x$, $E_y$ and $E_z$ be three independent power quantities resulting from the acquisition of three independent signals. Each external variable $E_i$ has a pmf supposed to be known. The signals may correspond to three isotropic signals acquired in a three dimensional Cartesian space. Assuming that signal is not taken under consideration when its power is above a threshold, we suppose that this threshold is also a random variable and corresponds to the power of an electromagnetic (or an acoustic) noise. Let $T$ be the random

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Construct $(S)$ & Possible Execution Times for $S$. Notation: $T(S)$. & Possible Conditions to run $S$. Notation: $C(S)$. & Resulting sequence of basic blocks. \\
\hline
For all the possible values of the number of loop iterations: $\{p_1, p_2, \ldots, p_n\}$ (an integer).
\begin{align*}
\sum_{k=1}^{p_1} T(C_w(k)) + T(S_w(k)) & + T(C_w) \\
\sum_{k=1}^{p_2} T(C_w(k)) + T(S_w(k)) & + T(C_w) \\
\vdots & \\
\sum_{k=1}^{p_n} T(C_w(k)) + T(Seq_w(k)) & + T(C_w)
\end{align*}

while $C_w(k)$ loop 
$S_w(k)$;  
end loop; 
\begin{align*}
\sum_{k=1}^{p_1} C(S_w(k)) & \cap (N_{It} = p_1) & r(S_w(1)); \ldots; r(S_w(p_1)); \\
\sum_{k=1}^{p_2} C(S_w(k)) & \cap (N_{It} = p_2) & r(S_w(1)); \ldots; r(S_w(p_2)); \\
\vdots & \\
\sum_{k=1}^{p_n} C(S_w(k)) & \cap (N_{It} = p_n) & r(S_w(1)); \ldots; r(S_w(p_n));
\end{align*}

$k$ is supposed to be the loop index ranging from 1 to the number of loop iterations.
\hline
\end{tabular}
\caption{Execution Times and Conditions}
\end{table}
variable associated with this threshold. The task execution
time depends indirectly on the values of \( E_i \) and \( T \), as illust-
trated in part of the task C source code of algorithm 2.

**Alg. 2 Source code example.**

\[
\text{Source code example.} \quad \text{Specific Code.}
\]

**TaskPowerAlert**: \( \text{proc} \ E[N], T, \text{PowerMin} \)

**Require**: \( N \) is a global integer variable, \( E[N] \) is a table of
\( N \) floats, \( T \) and \( \text{PowerMin} \) are float. The distribution of
\( E \) and of \( T \) are known and \( \text{PowerMin} \) is given.

**local** float \( P \); int \( j \); {Three dimension space.}

1: \( P=0.0; \)
2: \( \text{for } (j=0; j<N; j++ ) \text{ do} \)
3: \( \text{if } (E[j]>T) \text{ then } E[j]=T; \text{ end if; } \) {Ignore signal power
above threshold value.}
4: \( P = P + E[j]; \) {Compute the total power.}
5: \( \text{end for} \)
6: \( \text{if } (P<\text{PowerMin}) \text{ then } \text{Treatment; } \) end if; {The alert is
treated through a specific code.}

**Ensure**: If the resulting power is under \( \text{PowerMin} \) then run
Specific Code.

In this code, the conditions \( (P < \text{PowerMin}) \) and
\( (E[j] > T) \) \( (i = 1, 2, 3) \) result in \( 2^3 + 2 = 8 \) different
execution paths. Each path can be identified by the values
of the \( 4 \) conditions. For instance, the condition to \(-1\)—
NOT go through the then branches within the for loop
body and \(-2\)—to go through the then branch of if structure,
is \( \bigcap_{i=1}^{3} (E[i] \leq T) \cap (P < \text{PowerMin}) \). The probability
evaluation of this condition consists then in computing:

\[
P_b = \sum_{i=1}^{3} P_E \big( (E[i] \leq T) \cap (P < \text{PowerMin}) \big)
\]

Besides, the resulting basic block sequence associated with
this execution path and coming from the recursive applica-
tion of formulae given in the last column of tables 1 and 2:

1: float \( P \); int \( j \);
2: \( P=0.0; \)
3: \( P = P + E[1]; \)
4: \( P = P + E[2]; \)
5: \( P = P + E[3]; \)
6: Treatment;

Applying algorithm 1 results in the determination of \( P \): the
different assignments give the relation \( P = 0.0 + E[1] + E[2] + E[3]. \) We then write that \( P_b = \)

\[
P \big( \bigcap_{i=1}^{3} (E[i] \leq T) \cap (E[1] + E[2] + E[3] < \text{PowerMin}) \big)
\]

\[
= \sum_{D} P(T = t) \times \prod_{i=1}^{3} P(E[i] = e_i)
\]

where \( D \) represents all quadruples \( (e_1, e_2, e_3, t) \) that belong
to the set \( \text{Dom}(E_1) \times \text{Dom}(E_2) \times \text{Dom}(E_3) \times \text{Dom}(T) \)
and such that \( (e_1 \leq T) \cap (e_2 \leq T) \cap (e_3 \leq T) \cap (e_1 + e_2 + e_3 < \text{PowerMin}) \). The probability associated with the
considered path can then be computed. The same method is
applied to the other execution paths.

As far as execution times are concerned, we apply the re-
ursive equations given in table 1 and 2 to the source code.
We then gather in a set the different execution paths having
the same execution time. Therefore, as the possible execution
path set is discrete, the summation of their associated
probabilities results in the probability that the source code
take this time to execute.

To experimentally confirm the correctness of our
method, we have compared the probabilistic proposed ap-
proach with a stochastic simulation of the source code exe-
cution. We choose a normal distribution for \( E[j] \) and \( T \),
and we analyze the execution times of the \( 16 \) different execution
paths. For the different \( E[j] \), the same normal distribution
is chosen: a mean of \( \mu = 2 \) and a variance of \( \sigma = 1 \). For \( T \),
we choose a mean of \( \mu = 4 \) and a variance of \( \sigma = 1 \). The value for \( \text{PowerMin} \) is 8. Reporting the results in figure
1, we observe that for each computed execution times, the
probabilistic analysis gives closely the same results than a
stochastic simulation\(^4\) of the source code execution. It con-
irms on the example the correctness of the proposed theory.
Note that a statistic test has been conducted to confirm that
our samples follow a normal distribution.

\[\text{Figure 1. Probabilistic analysis vs. Simulation}\]

\(^4\)Note that the simulation operates on \( 10^6 \) different executions.
5. Implementation considerations

Complexity and automation

Considering complexity issues, two issues must be distinguished: one deals with the determination of execution times and their associated conditions, and the other one deals with the probabilistic evaluation of these conditions.

For the first part, at any stage of the execution time analysis, all the execution scenarios must be examined. The complexity is then greater than the complexity of tree-based static WCET analysis. At a given node of the tree, our tree-based technique produces either two leaves when an if structure is examined, or p leaves when a loop structure is examined with p representing the possible number of iterations. Same considerations also apply to the determination of the condition combination associated with each execution path.

As regards the probabilistic evaluation of conditions, the complexity is clearly exponential and strongly depends on:

1. the relation between the internal $I_i$ and external random variables $E_i$,
2. the domain width of external variables (through the exploration of the whole domain $D$).

Nevertheless these two parts can be automated. An adaptation of WCET tools [8, 6] can first be achieved to implement the tree-based method part (execution times, and conditions). Then, implementation of probability evaluation consists in the implementation firstly of algorithm 1, and secondly of equation (1). Note that the complexity of this latter equation is based mainly upon the exploration of the domain $D$.

Probabilistic evaluation: some particular cases

As underlined above, the probabilistic evaluation of conditions is exponential. However, its computation can be simplified in some particular – but rather interesting – cases. For example, conditions of type: $[f_i(E_1, E_2) \propto 0]$ with $E_1$ and $E_2$ two external variables and with $\propto \in \{<, >, =, \leq, \geq\}$, can be rapidly evaluated using a probabilistic algebra. Provided that random variables $E_1$ and $E_2$ are independent, this algebra can be used after or before algorithm 1, making, in this latter case, this algorithm unnecessary.

For example, probability evaluation involving arithmetic operators is nearly straightforward. The addition operator for instance uses the convolution product of the two pmf from the two discrete random variables $E_1$ and $E_2$. We can write indeed the following equation [1]: $P(E_1 + E_2 = k) = \sum_{j=\min(E_1)}^{k-\min(E_2)} P(E_1 = j) \times P(E_2 = k - j)$, where $\min(X)$ represents the minimum value that random variable $X$ can take. The evaluation of the probability of condition $E_1 + E_2 = k$ is then reported to the pmf of $E_1$ and $E_2$, supposed to be known. The same kind of results can be applied to $P(E_1 - E_2 = k)$, $P(E_1 \times E_2 = k)$ and $P(E_1/E_2 = k)$. The scheme used to write these probabilities function of $E_1$ and $E_2$ pmf lays on the condition partitioning mechanism.

Let for example scrutinize the case $P(E_1 \times E_2 = k)$, with $k$ (integer) ranging from $\min(E_1 \times E_2)$ to $\max(E_1 \times E_2)$ (not necessarily equal to respectively $\min(E_1) \times \min(E_2)$ and $\max(E_1) \times \max(E_2)$ depending on $E_1$ and $E_2$ signs). One possible partition of event $E_1 \times E_2 = k$ is $\bigcup_{i=\min(E_1)}^{\max(E_1)} (E_1 = i) \cap (E_2 = k/i)$. Hence, we can write:

$$P(E_1 \times E_2 = k) = P\left(\bigcup_{i=\min(E_1)}^{\max(E_1)} (E_1 = i) \cap (E_2 = k/i)\right) = \sum_{i=\min(E_1)}^{\max(E_1)} P((E_1 = i) \cap (E_2 = k/i))$$

As $E_1$ and $E_2$ are independent, the product of probabilities can then be written, making possible to compute $P(E_1 \times E_2 = k)$. If $E_1$ and/or $E_2$ take the value 0, special attention is required. The corresponding probability can for example be equal to 0.0 or 1.0 (if $k$ is equal to 0.0, the probability is then equal to 1.0: it is certain that 0 = 0!). Anyway, leaving apart these special cases, the above expression determines the probability $P(E_1 \times E_2 = k)$ in terms of the pmf of $E_1$ and $E_2$.

With such basic operators, and provided that the condition of type $[f_i(E_1, E_2) \propto 0]$ uses arithmetic operators and that $E_1$ can be dissociated from $E_2$ (and vice versa), the probabilistic evaluation of the condition is reported to the knowledge of the respective pmf of $E_1$ and $E_2$.

Let us just mention that any evaluation of probability $P(f_i(E_1, E_2) \propto 0)$ with $\propto \in \{<, >, =, \leq, \geq\}$ can also be reported to the evaluation of $P(f_i(E_1, E_2) = k)$ (notion of cumulative probability).

All these operators on random variables can then be used to compose a probabilistic algebra, and to provide a different way to compute the probability of a condition to be satisfied. It is of interest to mention it for a validation issue: indeed, it may give some ways to compute the probability for an execution path to be followed, and could then partially contribute to the validation of a tool implementing the proposed technique.

6. Conclusion

Using a static source code analysis, this paper shows that it is possible for a real-time application designer to determine the probabilistic distribution of task execution times.
The proposed technique requires that for each task of the system, its external random variables be mutually independent and that their respective probability distributions be known. A tree-based technique has been proposed in order to build for each possible execution path, its corresponding execution time, its corresponding logical conditions to satisfy to go through this path during runtime, and lastly its resulting basic block sequence. Once these three features are identified for one execution path, an algorithm is used to look for relations giving internal source code variables in terms of the external variables. Finally, these relations combined with the pmf of the external variables provide the probability to go through this execution path during runtime. Generalizing this process to all possible execution paths results in the probabilistic distribution of execution times.

The proposed method is about to be entirely implemented: the tree-based method part can indeed be slightly derived from WCET tools already implemented, and probabilistic evaluation, though exponential, reveals interesting characteristics to be rapidly automatized. Once implemented, we are going to check the feasibility of the method on concrete source code. It is as well of great interest to scrutinize the complexity issue in order to decrease the computational cost of our proposed method. We shall also focus on more intricate loop conditions to take under consideration more general source code. Moreover, as no hardware accelerating features is yet taken into account in this work, we shall also examine what would be appropriate to face, for examples, instruction and data caches, pipelines or branch prediction. Another point which requires further research is the assumption of independence between external random variables. While for particular applications, this assumption is suitable, it is more controversial in general. Jointly distributed random variables could however be useful to carry on computing the probabilities.
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