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2 Overall Objectives

2.1 Overview

Our perception of digital information has completely shifted in recent years, in several ways. First, data are no longer isolated, but are now part of distributed, **interlinked networks**. Such networks include web documents (URLs and URIs), communities in a social graph (*e.g.* FOAF), conceptual networks on the Semantic Web or the continuously growing network of Linked Open Data (RDF). Second, data are now dynamic. Obtaining an up-to-date piece of information is as simple as a Web service call or a syndication (as is RSS or Atom). A large diversity of such dynamic data sources is available, including corporate Web services, wireless sensors in the environment, humans in the participative Web, or workers in crowdsourcing platforms.\(^1\) Hence, what becomes important is the **data source** itself.

The openness and liveliness of such interlinked data networks is a great opportunity. Business Intelligence applications no longer restrict their attention to the companies own data sets or sales records, but try to incorporate data collected from the Web (such as opinions from social networks or Web forums). In this way they can extract useful information about their customers and the reception of their products and services. Another domain is the integration of personal information from multiple devices. The same opportunities arise also in the context of non-profit organizations or societal challenges: there is a lot of information available on health problems (Web forums on health, body area networks), environmental issues (environmental sensors) or in administrative domains (smart cities, Open Data initiatives). A new key issue is also to benefit from the growing “digital presence”, that allows **interaction** with users at virtually any moment through mobile phone applications such as Twitter. Feedback loops between users and data managers can now be devised.\(^2\)

But the diversity and the dynamic of data sources raise several challenges. One can legitimately question if a data source is reliable or malevolent or if two data sources are independent. These problems are strengthened by the mutual links between data items or data sources. Hence fact provenance and sources independence are prominent data annotations that shall be taken into account. For user-generated or crowdsourced content, knowing the skills or the social relationships between participants allows for a better understanding of the produced raw data. This calls for a powerful **qualification mechanisms** that would integrate these annotations and help data managers in understanding their data and selecting their sources. Furthermore, even if interaction with participants is technically possible, the **orchestration** of complex data acquisition tasks from a mass still remains a black art.

\(^1\)https://www.mturk.com

\(^2\)See for example participative journalism platforms, https://witness.theguardian.com/moreabout
The objective of the DRUID team is to provide models and algorithms for the annotation and management of interlinked data and sources at a large scale. We consider three main goals:

1. To propose well-founded models for interlinked data and, more importantly, interlinked data sources (for example, profiling users in a social network, orchestrating users and tasks in a crowdsourcing platform),

2. To develop theories for the qualification of such data and sources in terms of reliability, certainty, provenance, influence, economical value, trust, etc.

3. To implement systems that are proof-of-concepts of these models and theories. In particular we would like to demonstrate that these systems can overcome specific key problems in real-world applications, such as scalable data qualification and data adaptation to the final users.

More concretely, we would like to address the following challenges:

- to develop integrated and scalable analysis tools for participants in social networks, that encompass the semantics of communications between users, computes user influence or user independence for example.

- to extend existing crowdsourcing platforms with fine user profiles, team building or complex task management abilities, with application for e-science or e-government (smart cities).

- to develop reliability assessment techniques for large sensor networks (uncertainty), heterogeneous data sources or Linked Open Data (quality), or microblog conversations (mis-information).

- to adapt data to its use (data visualization, accessibility of information).

2.2 Key issue 1: Well-Founded Models for Interlinked Data and Sources

The Data Management field aims to build pertinent models for information, expressive query languages at a high level of abstraction for computer engineers or basic users, and efficient evaluation methods. The field was successful with a wide acceptance of solutions at the industrial level (banking, electronic commerce, document management, ticketing, etc.).

But classical approaches are not directly suited for nowadays applications. On the one hand, with the spreading of graph data models such as RDF, data are no longer relational (structured into tables) not even tree-based (XML), but graph-based (reminiscent of the semi-structured data model). Furthermore, these graphs are no longer centralized but interlinked through the network. The success of NoSQL graph database for social networks is an illustration.

Indeed, Facebook is using a NoSQL, graph-oriented database for its core data, Neo4j, http://www.zdnet.com/facebook-neo4j-7000009866/.
models are then required to express queries on such graphs in a well-founded manner [BLW12].

On the other hand, the very structure of data sources should now be investigated. A first example is sensors (in a broad sense, from specialized sensors to smart phones sensors or personal health monitors). Such devices support severe constraints on their connectivity and their ability to provide data. They are mobile and energy-restricted. A more recent and striking example is to consider also humans as data sources. These sources are related to each others (social network) and they produce data with a rich semantics (see for example post contents in a forum). Hence being able to query such data sources with a clean language, while taking into account their relationships and reasoning about their semantics would greatly impact practical applications. A typical relevant query is to find the central user of a social network (structural query), restricted to the subset of users talking about action movies (semantic query).

Finally, it is now possible to interact with data sources, as in large participative, crowd-based systems that gather information (e.g. participative science) or resolve tasks (Human based computing). Having a clean framework to organize such interactions would also benefit to these applications.

Our first objective is to provide well-funded models for interlinked data sources (social graphs, microblogs, sensors) and complex workflows of human tasks.

The sub-goals of this scientific axis are listed below, ordered by their priority (short terms are already started, mid terms cover a classical Ph.D duration, and long terms target prospective issues).

[short term] Adding semantics Integration of the semantics of the information flow within networks, as many properties in social graphs are not only syntactical or linked-based. Relevant tools are taxonomies, ontologies but also sentiment analysis and controversy analysis.

[mid term] Querying social graph data Few query languages are available to reason about the structure of a (huge) social graph. For example, selecting nodes that are part of distinct communities is hardly expressible without relying on ad hoc program.

[mid term] Modeling users Modeling a user as a data source with it’s profile, opinion, social network, motivations, personal goals, personal strategies, location and available time (e.g. for real-time crowdsourcing applications).

[mid term] Mixing queries about data and sources As a new query type, we have for example "give me the average ranking of this movie from users who are absolutely not connected with me, but have shown a long habit in watching and ranking movies". The first

---

As an example, the micro-tasking platform AMT (Amazon Mechanical Turk) had in 2013 more than 300,000 users available at any time to resolve a task, https://requester.mturk.com/tour.

part of the query is related to the graph underlying the social network, the second part to the properties of the data source.

**[mid term] Crowdsoourcing complex tasks** Most existing crowdsourcing platforms are not generic and the deployment of complex tasks supposes a huge development cost \cite{ABMK11}. Recently, declarative crowdsourcing systems, mixing database approaches with user interaction have emerged \cite{FKK11,PPP13}. These first efforts reduce the development cost of simple data curation tasks. We propose to model complex tasks using declarative workflow models \cite{HMT12,AV13} in order to reason about the correctness of complex, human-based computation processes.

**[long term] Integrated interaction model** Our goal is to break the discrepancy between the content on the one side, and the users generating this content on the other side. We would like to achieve a generic model where one can reason both on the graph structure of data (paths, clusters), the social structure of the users (skills, friendship, team structure, centrality), and on the social workflows that connect them.

2.3 **Key issue 2: Interlinked Data and Sources Qualification**

By qualification we mean any type of qualitative and quantitative indicators on data and sources of data. We can evoke as examples data uncertainty, imprecision, economical and strategic value, privacy, accessibility, data provenance and also reliability, expertise, independence, conflict of sources of data.

Our second objective is to provide qualification mechanisms for interlinked data and sources, taking into account their mutual interactions and the available information, even if this information is unsure and imprecise.

Data and sources qualification is a great social need for the contemporary Web. Users shall be enlighten by the provenance, quality and accessibility of their information sources. We mention three important directions:


[short term] Assessing social network reliability  Using social networks can exhibit some risks users are not aware of. Indeed, erroneous information can be send deliberately or involuntarily (by lack of scrutiny, of from hacked accounts). Information in social networks can easily be distorted and amplified according to relationships between relaying users. Even if information is corroborated by several contacts, its source can be unique and erroneous. There is a crucial need for tools to evaluate social networks reliability and weaknesses, in order to take valuable decisions. The relationships between users has to be taken into account, along with the quality and amount of independent data sources. A great challenge is to identify relevant information in a mass of data exchange and to predict real events from purely electronic activities.

[short term] Interlinked data integration  Schema integration is a long standing problem in information systems. This problematic is amplified by the relationship between data sets. We propose the notion of schema networks to model this situation, and techniques to provide schema mappings as an equilibrium within this network.

[mid term] Interlinked data fusion  More and more information systems gather information from network-organized sensors. The vanishing price of such sensors allows their use in everyday life and tools. They are also used in dedicated applications such as military watching, aerial, terrestrial or oceanic missions (sensor swarms). In such complex networks, sensors do not play an equal role: some may be dedicated to observation, others to positioning, or communication. The flow of information can be altered because of sensor deficiency or the structure of the network itself. In such scenarios, data fusion must be preceded by a correct qualification of data and sources. Such qualification also leverages reliability [65], independence [36] and conflict measurement [77]. While mature approaches for data fusion already exist, the network structure is rarely studied. One of our goal is then to propose efficient methods that incorporate this structure.

[mid term] Crowdsourcing quality optimization  In crowdsourcing applications, data quality is a central concern. Many techniques have been envision to enhance this quality, by, for example, performing majority voting between redundant tasks. Since our first goal is to go beyond simple query-answer tasks, that is to encompass their composition, adapted quality enhancement mechanisms have to be designed accordingly. As an example, we will consider models of user motivation to select which part of a complex task is more suited to a given user. Other directions concern designing incentive to motivate users, and taking the reputation of users into account. The mixing of users skills and the knowledge of their social network is also a natural direction. We also would like to allow the user to provide a self estimation of his input accuracy. This feedback would aim to estimate the imprecision and the level of certainty of his answers, in order to optimize the decision process.

[long term] Integrated annotation model  Our vision is a transparent data model that accepts and triggers any kind of source contribution in a non-blocking way, while offering a
coherent, qualified view of the data set at any time and from any user perspective. Our goal is to keep the model simple in order to promote its adoption by industry.

2.4 Key issue 3: Data & Sources Management: Large Scale, High Rate, Ease of Use

The two previous goals we just introduced will provide models for interlinked data and sources, along with rich qualification mechanisms.

| Our third objective is to provide fully integrated systems that allow for the manipulation of interlinked data and interlinked sources, along with rich qualification indicators, while being efficient and adapted to users. |

Two ingredients are needed for the success of such systems: scalability and ease of use. We discuss these two issues in the sequel.

**Optimization and scalability** From the efficiency point of view, many problems arise. Qualification indicators may appear as meta-data in the core of a data management system, with the difficulty of their storage. But the main challenge is the algorithmic complexity of their computation. In order to deal with high volume or rate of data, the proposed algorithms should be designed for scalability. Several directions are envisioned:

- **[short term]** Using distributed computation paradigms such as MapReduce, and iterative computations such as PageRank and variants.

- **[mid term]** Relying on controlled approximation algorithms: only an estimate of the correct data qualification will be obtained, but with a small error (say 5%), with a small failure probability (say one chance over 1 billion), but with a rapid computation time.

- **[mid term]** Filtering relevant information with coarse-grain qualification estimate, in order to reduce the amount of data (for example, to reduce the number of focal elements for belief functions approaches).

- **[long term]** Using streaming algorithms, where computations are done on the fly, also with a controlled error.

**Security** The crowdsourcing literature is growing at a fast pace. However, security and privacy have been ignored until now in crowdsourcing contexts despite their importance. Indeed, crowdsourcing processes involve (1) exporting data and workflows to the crowd, and/or (2) collecting data and results from the crowd. We plan to study privacy and security issues that arise in these contexts.

- **[mid term]** Exporting Data and Workflows to the Crowd. Most works have focused on exploiting the crowd by delegating specific tasks to workers. Usually, the task specification involves sending data to workers together with the task specification. For example,
matching pairs of similar items [WLK+13] requires sending the items to workers, or planning a schedule [KLMN13] requires sending the objects or actions to be planned and their constraints. However, sensitive data cannot be sent in the clear to participants. In a traditional context, where only machines participate to the computation, strong cryptographic protocols can let machines participate without accessing non-encrypted sensitive data. In a crowdsourcing context, such cryptographic protocols cannot be used anymore because they would simply preclude humans to participate. Data has to be disclosed to humans. How can we disclose sensitive data to humans in crowdsourcing processes while still guaranteeing its privacy? Similarly, involving the crowd in a complex workflows implies disclosing each task to the human workers to which it is assigned. How can we guarantee the confidentiality of workflows, e.g., for intellectual property reasons, while still allowing the participation of workers?

- **[mid term]** Collecting Data and Results from the Crowd. The crowd can be viewed as a specific database that can be, e.g., queried [PW14], indexed [ADM+14], or mined [AAM14, ADM+14]. However, data that is collected by such algorithms is individual data and may be consequently identifying or sensitive. How can we guarantee the privacy of individual data in crowdsourcing data-oriented processes? Protecting such obviously-sensitive data is however not sufficient. Indeed, covert channels may exist and lead to the disclosure of sensitive data. For example, a worker may answer intriguingly fastly to questions related to a given disease or to a given place. This may reveal a surprising strong connection between the worker and this disease or place. How can we protect workers from covert channel attacks in crowdsourcing processes?

**Data presentation** Beside efficiency, there is a tremendous need from end-user for an adapted presentation of information. The amount of available data along with the rich annotations we will add are certainly overwhelming for any user. We will consider in this axis also


• **[short term]** Data adaptation methods, that filter information according to the user’s needs and capabilities: on a static or mobile environment, on-line or off-line, with or without real-time needs, disabled persons, seniors, and so on.

• **[long term]** Data visualization methods, that present a visual and navigational summary in qualified data.

### 3 Scientific Foundations

#### 3.1 Data management

To achieve our goals we will rely on techniques of two scientific domains: data management and data qualification. For data management we will naturally elaborate on classical techniques: finite model theory, complexity theory, approximation algorithms, declarative or algebraic languages, execution plans, costs models, indexing. We intend to explore new models such as schema networks for data integration, user modeling for crowdsourcing application\[RLT+13\], and game theory for the study of strategic aspects in crowdsourcing, data pricing\[LLMS13\] and data publication\[JP13\]. For the modeling of complex tasks in crowdsourcing, we envision to extend declarative approaches for business processes\[DM12\], such as the collaborative business artifact model\[AV13\].

#### 3.2 Data qualification

For data qualification, our first focus will be on uncertainty. Many frameworks are available, but all are based on the theories of uncertainty that are able to model imperfect data. Two main aspects of imperfection are classically distinguished: uncertainty and imprecision\[Sme97\].

In particular, the theory of belief functions\[Dem67,Sha76\] (also commonly referred to as evidence theory or Dempster-Shafer theory) allows to take simultaneously into account both

---


uncertainty and imprecision. This theory is one of the most popular one among the quanti-
tative approaches because it can be seen as a generalization of both classical probabilities
and possibilities theories [DPS96]. Its strength lies in (1) its richer representation of uncertainty
and imprecision compared to probability theory and (2) its higher ability to combine pieces of
information. In particular, a crucial task in information fusion is the management of conflict
between different (partially or totally) disagreeing sources. The origins of conflict can come
from the source reliability, disinformation, truthfulness, etc. For interlinked data such as posts
flowing through a social network, we also have to consider the quality of the data, especially its
uncertainty and imprecision. We can also see each node of the network as a node of information
fusion. The framework of belief functions is therefore well adapted.

Two main difficulties are to be underlined: first, to find a correct definition of data quality
(in order to encompass reliability, truthfulness, disinformation) combined with source quality
(reliable experts, liars, collusion, trollers) [PDD12,Sme93];
second to possibly resolve the problem of scalability associated with belief function ap-
proaches (still, the corresponding complexity is lower than for other approaches such as im-
precise probability theories or random set theories).

4 Application Domains

4.1 Generic Crowdsourcing Platform, Data annotation and sensing

Participants: Tristan Allard, Tassadit Bouadi, David Gross-Amblard, Jean-Christophe
Dubois, Yolande Le Gall, Panagiotis Mavridis, Arnaud Martin, Zoltan Miklos, Virginie Sans.

The models we develop for crowdsourcing provide a strong basis for the development of
a generic crowdsourcing platform that can be adapted to various uses. We envision for now
to target two kinds of applications: data annotations and data sensing. In data annotation,
the crowd is asked to tag a set of resources (images, videos, locations, etc.) using a free or
controlled vocabulary. In data sensing, the crowd is consulted to obtain any kind of data, say for
example environmental measurements (temperature, weather, water quality, etc.) or personal
information (location, speed, feelings about a place, etc.). The role of the crowdsourcing
platform is to orchestrate crowd interactions and to protect (sanitize) the collection of private
information.

4.2 Social Network Analysis for Humanities and Marketing

Participants: Dorra Attiaoui, Tassadit Bouadi, David Gross-Amblard, Siwar Jendoubi,

[DPS96] D. Dubois, H. Prade, P. Smets, "Representing Partial Ignorance", IEEE Transactions on

[PDD12] F. Pichon, D. Dubois, T. Denoeux, "Relevance and truthfulness in information correction and
fusion", International Journal of Approximate Reasoning 53, 2, 2012, p. 159 - 175, Theory of Belief
Functions (BELIEF 2010).

[Sme93] P. Smets, "Belief Functions: the Disjunctive Rule of Combination and the Generalized Bayesian
We consider social network analysis by the way of heterogeneous social networks where we integrate the models of imperfect linked data. Therefore, we consider several problems for social network analysis such as the community detection, experts and trolls identification and message's propagation for example for viral marketing applications. Hence, we consider different kinds of social network such as Twitter and dblp. We also test our models on generated networks.

5 Software

5.1 ibelief

Participants: Kuang Zhou, Arnaud Martin [contact point].

The R package ibelief aims to provide some basic functions to implement the theory of belief functions, and it has included many features such as:

1. Fast Mobius Transformation to convert any of the belief measures (such as basic belief assignment, credibility, plausibility and so on) to another type;
2. Some commonly used combination rules including DS rule, Smets’ rule, Yager’s rule, DP rule, PCR6 and so on;
3. Some rules for making decisions;
4. The discounting rules in the theory of belief functions;
5. Different ways to generate random masses.

The stable version of package ibelief could be found on CRAN (common R code repository).

5.2 Crowd

Participants: Tristan Allard, Tassadit Bouadi, David Gross-Amblard [contact point], Panagiotis Mavridis, Zoltan Miklos, Virginie Sans.

We have realized a crowdsourcing platform\footnote{http://craft.irisa.fr} that can execute complex tasks that one can obtain as a composition of simple human intelligence tasks. The platform uses a skill model to affect the tasks. We have presented the software at the BDA’2014 conference\cite{38}.

6 New Results

6.1 Belief Social Network

Participants: Salma Ben Dhaou, Siwar Jendoubi, Mouloud Kharoune, Arnaud Martin.
Most existing research works focus on the analysis of homogeneous social networks, i.e. we have a single type of node and link in the network. However, in the real world, social networks offer several types of nodes and links. Hence, with a view to preserve as much information as possible, it is important to consider social networks as heterogeneous and uncertain.

Belief Social Network structure

Several works have focused on the representation of social networks with graphs. A classical graph is represented by $G = \{V; E\}$ with: $V$ a set of type’s nodes and $E$ a set of type’s edges. This representation does not take into account the uncertainty of the nodes and edges.

In fact, graphical models combine the graph theory with any theory dealing with uncertainty like probability\cite{PGPB14,KBGG14} or possibility or theory of belief functions to provide a general framework for an intuitive and a clear graphical representation of real-world problems\cite{LbYS12}. The propagation of messages in networks has been modeled using the theory of belief functions combined with other theories such as hidden Markov chains\cite{Ram09}.

In this context, we introduce in \cite{39}: the belief social network which has the role of representing a social network using the theory of belief functions. Indeed, we will associate to each node, link and message an a priori mass and observe the interaction in the network to determine the mass of the message obtained in a well-defined node. To do this, we consider an evidential graph $G = \{V^b; E^b\}$ with: $V^b$ a set of nodes and $E^b$ a set of edges. We attribute to every node $i$ of $V^b$ a mass $m_{in}^{\Omega_N}$ defined on the frame of discernment $\Omega_N$ of the nodes. Moreover, we attribute also to every edge $(i, j)$ of $E^b$ a mass $m_{ij}^{\Omega_L}$ defined on the frame of discernment $\Omega_L$ of the edges. Therefore, we have:

$$V^b = \{V_i, m_{in}^{\Omega_N}\}$$

and

$$E^b = \{(V^b_i, V^b_j, m_{ij}^{\Omega_L}\}$$

In social network, we can have for example the frame of the nodes given by the classes, e.g. Person, Company, Association and Place. The frame of discernment of the edges can be for example Friendly, Professional or Family. Moreover we note: $\Omega_N = \{\omega_{n1}, \ldots, \omega_{nN}\}$ and $\Omega_L = \{\omega_{l1}, \ldots, \omega_{nL}\}$.

In social network, many messages can transit in the network. They can be categorized as commercial, personal, and so on. The class of the message is also full of uncertainty. Therefore to each message, we add a mass function in the considered frame of discernment $\Omega_{Mess} = \{\omega_{M1}, \ldots, \omega_{Mk}\}$.


Propagagation analysis

The goal of our work published in [65] is to classify the social message based on its spreading in the network and the theory of belief functions. The proposed classifier interprets the spread of messages on the network, crossed paths and types of links. We tested our classifier on a real word network that we collected from Twitter, and our experiments show the performance of our belief classifier.

6.2 Social Network Analysis

Participants: Dorra Attiaoui, Arnaud Martin, Kuang Zhou.

The web plays an important role in people’s social lives since the emergence of Web 2.0. It facilitates the interaction between users, gives them the possibility to freely interact, share and collaborate through social networks, online communities forums, blogs, wikis and other online collaborative media.

Experts and trolls detection

For the last few years, Question Answering Communities (Q&A C) have changed the way people seek for information. Easy access, quick responses, topics well organized, these web sites became more and more popular. Among them we can cite Yahoo!Answers, Stackoverflow, Quora, Wikianswers, etc.

These web sites are based on a collaborative method: A person asks a question seeking for the best answers he could have, and anyone can respond. This kind of system gives every user the opportunity to contribute to a discussion, sharing her (his) knowledge and/or expertise.

However, an other side of the web is negatively taken such as posting inflammatory messages. Thus, when dealing with the online communities forums, the managers seek to always enhance the performance of such platforms. In fact, to keep the serenity and prohibit the disturbance of the normal atmosphere, managers always try to novice users against these malicious persons by posting such message (DO NOT FEED TROLLS). But, this kind of warning is not enough to reduce this phenomenon. In this context we propose a new approach for detecting malicious people also called ‘Trolls’ in order to allow community managers to take their ability to post online. To be more realistic, we propose in [81] to define within an uncertain framework. Based on the assumption consisting on the trolls’ integration in the successful discussion threads, we try to detect the presence of such malicious users. Indeed, this method is based on a conflict measure of the belief function theory applied between the different messages of the thread. In order to show the feasibility and the result of our approach, we test it in different simulated data.

Community detection

We have proposed in [21] a new prototype-based clustering method, called Median Evidential C-Means (MECM), which is an extension of median c-means and median fuzzy c-means on the theoretical framework of belief functions is proposed. The median variant relaxes the restriction of a metric space embedding for the objects but constrains the prototypes to be in
the original data set. Due to these properties, MECM could be applied to graph clustering problems. A community detection scheme for social networks based on MECM is investigated and the obtained credal partitions of graphs, which are more refined than crisp and fuzzy ones, enable us to have a better understanding of the graph structures. An initial prototype-selection scheme based on evidential semi-centrality is presented to avoid local premature convergence and an evidential modularity function is defined to choose the optimal number of communities. Finally, experiments in synthetic and real data sets illustrate the performance of MECM and show its difference to other methods.

6.3 Uncertainty in Ontology Matching: a Decision Rule-based Approach

Participants: Amira Essaid, Arnaud Martin.

Considering the high heterogeneity of the ontologies published on the web, ontology matching is a crucial issue whose aim is to establish links between an entity of a source ontology and entities from a target ontology. Perfectible similarity measures, considered as sources of information, are combined to establish these links. The theory of belief functions is a powerful mathematical tool for combining such uncertain information. In [49, 48], we introduce a decision process based on a distance measure to identify the best possible matching entities for a given source entity.

Ontology matching is the process for finding for each entity of an ontology source $O_1$ its corresponding entity in an ontology target $O_2$. This process can focus on finding simple mappings (1:1) or complex mappings (1:n or n:1). The first consists in matching only one entity of $O_1$ with only one entity of $O_2$ whereas the second consists in finding either for one entity of $O_1$ its multiple correspondences of entities in $O_2$ or matching multiple entities of $O_1$ with only one entity of $O_2$. We are interested in this paper in finding simple mappings as well as the complex one of the form (1:n). The matching process is performed through the application of matching techniques which are mainly based on the use of similarity measures. Since no similarity measure applied individually is able to give a perfect alignment, we suggest that with the exploitation of the complementarity of different similarity measures, a better alignment would be achieved. Combining these similarity measures can lead to a conflict between the different results obtained which should be modeled and resolved.

We suggest the theory of belief functions as a tool for modeling the ontology matching and especially for combining the results of the different similarity measures. Due to the fact that we are working on an uncertain aspect and we are interested in finding complex matching which can be viewed as finding composite hypotheses formed from entities of two ontologies, we suggest to apply our proposed decision rule on the combined information and to choose for each entity of the ontology source, the entities of the target ontology with the lowest distance.

6.4 A belief function-based accessibility indicator to improve web browsing for disabled people

Participants: Jean-Christophe Dubois, Yolande Le Gall, Arnaud Martin.

The Web constitutes today an essential source of information and communication. While
users have a growing interest in terms of social, cultural and economic value, and in spite of legislations and recommendations of the W3C community for making websites more accessible, its accessibility remains hardly efficient for some disabled or ageing users. Actually, making websites accessible and usable by disabled people is a challenge that society needs to overcome.

To measure the accessibility of a webpage, several accessibility metrics have been developed. Evaluations are based on the failure to comply with the recommendations of standards, using automatic evaluation tools. They often give a final value, continuous or discrete, to represent content accessibility. However, the fact remains that tests on accessibility criteria are far from being trivial. Evaluation reports of automatic assessors contain errors considered as certain, but also warnings or potential problems which are uncertain. Moreover there are differences between assessor evaluations, even for errors considered as certain.

We propose in a study to provide an accessibility measure of webpages, in order to draw disabled users to the pages that have been designed to be accessible to them. This work provides a new measure of accessibility and an information fusion framework to fuse information coming from the reports of automatic assessors allowing search engines to re-rank their results according to an accessibility level, as some users would like.

This accessibility indicator considers several categories of deficiencies. Our approach is based on the theory of belief functions, using data which are supplied by reports produced by automatic web content assessors that test the validity of criteria defined by the WCAG 2.0 guidelines proposed by the World Wide Web Consortium (W3C) organization. These tools detect errors with gradual degrees of certainty and their results do not always converge. For these reasons, to fuse information coming from the reports, we choose to use an information fusion framework which can take into account the uncertainty and imprecision of information as well as divergences between sources. Our accessibility indicator covers four categories of deficiencies. To validate the theoretical approach in this context, we propose an evaluation completed on a corpus of 100 most visited French news websites, and 2 evaluation tools. The results obtained illustrate the interest of our accessibility indicator.

6.5 Schema matching networks and crowdsourcing

Participants: Zoltan Miklos.

In a collaboration with researchers from EPFL we have improved our results on schema matching networks, in particular on the use of crowdsourcing techniques. We have published


an extended version of our DASFAA’2013 paper in the EAI Endorsed Transactions on Collaborative Computing[16]. The schema matching network model can capture situations where one would like to establish semantic interoperability among databases, connected in a network. We have conceived a system that enables that a large group of non-experts can create or improve attribute correspondences between the attributes of the involved schemas. By exploiting network-level constraints we can improve the (expected) quality of the results and reduce the necessary human efforts.

6.6 Securing outsourced data

Participants: Tristan Allard, David Gross-Amblard.

Within the POSEIDON project (see below), we investigate security issues related to data outsourcing (in e.g. a cloud). In [5] we propose a model where data fragmentation plus encryption are used to shatter data on different independent cloud services in order to protect sensitive data against malicious join operations. In [26], we deal with the general problem of security policies enforcement for sensitive data. We provide a logical framework for the definition of security constraints (say anonymity, precision, intellectual property protection). This formalism allows for the detection of incompatible constraints.

6.7 Hierarchical Skyline queries for multidimensional decision support

Participants: Tassadit Bouadi.

Conventional skyline queries retrieve the skyline points in a context of dimensions with a single hierarchical level. However, in some applications with multidimensional and hierarchical data structure (e.g. data warehouses), skyline points may be associated with dimensions having multiple hierarchical levels. Thus, we have proposed an efficient approach reproducing the effect of the OLAP operators "drill-down" and "roll-up" on the computation of skyline queries. It allows the user to navigate along the dimensions hierarchies (i.e. specialize / generalize) while ensuring an online calculation of the associated skyline. The method is described in [29, 31] and Tassadit Bouadi’s thesis [3]. An extended version of this paper is currently under submission to the "Transactions on Large Scale Data and Knowledge Centered Systems" (TLDKS) Journal.

7 Contracts and Grants with Industry

7.1 DGA

• Data & source qualification for sensor networks: collaboration with the French National Defense Agency (Direction générale de l’armement – DGA\textsuperscript{6}, Cassidian\textsuperscript{7}).

\textsuperscript{6}http://www.defense.gouv.fr/dga
\textsuperscript{7}http://www.cassidian.com/fr
8 Other Grants and Activities

8.1 International Collaborations

- Regular collaboration with LSIR/EPFL (Switzerland), LARODEC (Tunisia) and Northwestern Polytechnical University (Xi’an, China).

- Our team is an associated member of the European Network of Excellence on Large-scale Data Management PlanetData\(^8\)(completed in September 2014).

8.2 National Collaborations

- We are part of the POSEIDON project on outsourced data security funded by the LABEX COMINLABS\(^9\).

- We have obtained a grant from the University of Rennes 1, “Defis scientifique emergents”. This enabled us to organize a workshop (2-4 July 2014), where we have invited a number of researchers (Telecom ParisTech, INRIA Nancy, INRIA Lille) in order to build an ANR proposal.

- We are currently involved in the CNRS Big Data (MASTODONS) ARESOS\(^10\) project on semantic social networks analysis, particularly with the database team at LIP6.

- We have regular informal collaborations with the following teams: Vertigo/CEDRIC/Cnam-Paris, Hadas/LIG-Grenoble, DBWeb/Telecom ParisTech-Paris, DAHU/ENS-Cahan, OAK-LRI/Orsay, ONERA, LABSTICC-Telecom Bretagne.

9 Dissemination

9.1 Scientific Responsibilities

Phd defense in DRUID in 2014

- Mouna Chebbah, co-directed by Arnaud Martin and Boutheina Ben Yaghlane defends her Phd entitled “Source independence in the theory of belief functions” June, 25, 2014 behind the jury members: W. Liu, E. Lefèvre, Z. Elouedi, L. Liétard

Jury of HDR defense in 2014

- D. Gross-Amblard:
  - Nicolas Anciaux (Université de Versailles-Saint Quentin & Inria, 2014)(External reviewer)

\(^{8}\)http://www.planet-data.eu/  
\(^{9}\)http://www.poseidon.cominlabs.ueb.eu/  
\(^{10}\)https://mastodons.lip6.fr
Jury of PhD defense in 2014

- A. Martin:
  - Z. Liu (Northwestern Polytechnical University, Xian, Chine, 2014) (External reviewer)
  - N. Sutton-Charani (Université Technologique de Compiègne, 2014) (External reviewer)
  - A. Samet (Université d’Artois, 2014) (External reviewer)
  - M. Loudahi (Lille 1, 2014) (External reviewer)
  - D. Zhou (Université Technologique de Compiègne, 2014) (External reviewer)
  - T.N. Hoang (Université Technologique de Compiègne, 2014) (External reviewer)
  - S. Prigent (Rennes 1, 2014) (member)
  - M. Bou Farah (Université d’Artois, 2014) (member)

Steering committees in 2014

- D. Gross-Amblard: national conference on data management (BDA).
- A. Martin: international conference on belief functions (Belief), Extraction et Gestion de Connaissances (EGC) national conference.

Organizing committees in 2014

- A. Martin:
  - Organizer of EGC 2014\[1\]
  - Organization of the registrations to Belief 2014\[2\], Oxford, UK.

- D. Gross-Amblard:
  - PC chair of BDA 2014.

Program committees in 2014

- D. Gross-Amblard: PC member of EDBT 2014, Scientific committee of database summer school MDD 2014\[3\]
- Z. Miklos: PC member of BDA’2014, OnToContent’2014

\[1\]http://egc2014.irisa.fr/
\[2\]http://cms.brookes.ac.uk/staff/FabioCuzzolin/BELIEF2014/
\[3\]http://webdam.imria.fr/SummerSchool-2014/
Journals Reviews in 2014


- Zoltan Miklos: Future Generation Computing Systems

9.2 Involvement in the Scientific Community

- Arnaud Martin: treasurer of BFASociety

- Arnaud Martin: in charge of economical and business relations for EGC society

- Zoltan Miklos: member of the ACM and SIGMOD

9.3 Teaching

- Our team is in charge of most of the database-oriented courses at University of Rennes 1 (ISTIC department and ESIR Engineering school), with courses ranging from classical databases to business intelligence, database theory or MapReduce paradigm.

- Database course (theory and practice) for ENS Rennes (one of the major French “grande école”).

- Database course at INSA Rennes (also a "grande école").

- Arnaud Martin is in charge of a M2 research module on learning and data fusion at ENSSAT.

- Arnaud Martin teaches at the GDR Magis school 2014 a research course on the theory of belief functions.
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